Problem Sheet 5

Due for Submission: 11/11 Friday

You are encouraged to discuss with your classmates whenever you find it helpful.

Problem 1. Let M € M{° be a continuous local martingale vanishing at ¢ = 0.

(1) Recall that H is the space of L?-bounded continuous martingales vanishing at ¢ = 0. Show
that M € H2 if and only if E[(M )] < 00, where (M) £ limy_yo0 (M);.

(2) Show that (M) is deterministic (i.e. there exists a function f : [0,00) — R!, such that with
probability one, (M):(w) = f(t) for all ¢ > 0) if and only if M is a Gaussian martingale, in the sense
that it is a martingale and (M, ,- -+, M, ) is Gaussian distributed in R™ for every 0 < t1 < -+ < tp,.
In this case, M; has independent increments. B B

(3) Show that there exists a measurable set Q € F, such that P(2) =1 and

Qﬂ{(M)OO <oo} = Qﬂ {flgrolo M, exists ﬁmtely},
Qﬂ{(M)OO =00} = Qﬂ {h?l:;gth = 00, h)frr_l}ngt = —oo}.

Problem 2. Let B; be the three dimensional Brownian motion with {F7} being its augmented
natural filtration. Define X; £ 1/|By,4|.

(1) Show that X, is a continuous {F#_,}-local martingale which is uniformly bounded in L?
(and hence uniformly integrable) but it is not an {F{,,}-martingale.

(2) Show that if a uniformly integrable continuous submartingale Y; has a Doob-Meyer decom-
position, it has to be of class (D) in the sense that {Y; : 7 is a finite stopping time} is uniformly
integrable. By showing that X; is not of class (D), conclude that X; does not have a Doob-Meyer
decomposition.

Problem 3. This problem is the stochastic counterpart of Fubini's theorem. Give up if you don't
like this question—it is hard and boring. | have to include it because we need to use it in the lecture
notes when we study local times and | don't want to waste time proving it in class.

(1) Aset T' C [0,00) x Q2 is called progressive if the stochastic process 1r(t,w) is progressively
measurable. Show that the family P of progressive sets forms a sub-o-algebra of B([0, c0)) ® F, and
a stochastic process X is progressively measurable if and only if it is measurable with respect to P.

(2) Let @ = {®* : a € R!'} be a family of real valued stochastic processes parametrized by
a € R!. Viewed as a random variable on R! x [0,00) x €2, suppose that ® is uniformly bounded
and B(R!) ® P-measurable. Let X; be a continuous semimartingale. Show that there exists a
B(R') ® P-measurable

Y: R ' x[0,00) xQ — R
(a,t,w) = Yi(w),



such that for every a € R, Y and IX(®?) are indistinguishable as stochastic processes in ¢, and
for every finite measure p on (R, B(R!)), with probability one, we have

t
/Yt“u(da):/ (/ ‘Piu(da)) dXs, Vt=0.
R1 0 R?

Problem 4. Let B; be an {F;}-Brownian motion defined on a filtered probability space which
satisfies the usual conditions. Let y; and o be two uniformly bounded, {F; }-progressively measurable
processes.

(1) By using Ité's formula, find a continuous semimartingale X; explicitly, such that

t t
Xt:1+/ Xs,usds—i—/ X,04dBs, t=0.
0 0

By using Itd's formula again, show that such X; is unique.
(2) Assume further that o > C for some constant C' > 0. Given T > 0, construct a probability
measure Pr, equivalent to P, under which {X;, F; : 0 <t < T} is a continuous local martingale.

Problem 5. Let B; be a one dimensional Brownian motion and let { ¥} be the augmented natural
filtration.
(1) Fix T > 0. For £ = B2 and B2, find the unique progressively measurable process ® on [0, T’]

with E { I8 éfdt} < 00, such that ¢ = E[¢] + [ ,dB;.
(2) Construct a process ® € L (B) with [ ®7dt < oo almost surely (so [~ ®;dB; is well

loc
defined), such that fooo ®,dB; = 0 but with probability one, 0 < fooo P2dt < co.
(3) Consider S; = maxg<i<1 B, By writing E[S;|FFP] as a function of (¢,S;, B;), find the
unique progressively measurable process ® on [0, 1] with E {fol @fdt} < o0, such that S; = E[S] +

[ ®:dB.

Problem 6. (1) Let B; be the d-dimensional Brownian motion. Define 7 £ inf{t > 0: |B;| = 1}.
What is the distribution of B,? Show that B, and 7 are independent.

(2) Let ¢ € R? and define X; £ B, + ct to be the d-dimensional Brownian motion with drift
vector c¢. Define 7 in the same way as before but for the process X;. By using Girsanov's theorem
under a suitable framework, show that X and 7 are independent.

Problem 7. Let B be a one dimensional Brownian motion and let [ be its local time at 0.
(1) Let X; = B; + cl; where ¢ € R!. Define L® to be the local time at a of X. Show that for
every T'> 0 and k > 1, there exists some constant Crp, such that

E | sup |L¢ — LY**| < Crpla — bk
0<I<T

Conclude that {L¢ : a € R, ¢t > 0} has a modification which is locally v-Hélder continuous in a
uniformly on every finite ¢-interval for every v € (0,1/2).

(2) Let A, > 0 with A # p. After taking the modification given by Theorem 5.18 in the
lecture notes, show that the local time L¢ of the continuous semimartingale X; 2 AB;” — uB; is
discontinuous at a = 0. Compute this jump (at any given t > 0).



