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Abstract. We consider the length of ordered loose paths in the random r-uniform hyper-
graph H = H(r)(n, p). A ordered loose path is a sequence of edges E1, E2, . . . , Eℓ where
max {j ∈ Ei} = min {j ∈ Ei+1} for 1 ≤ i < ℓ. We establish fairly tight bounds on the
length of the longest ordered loose path in H that hold with high probability.

1. Introduction

There has been considerable work on the maximum length of paths in random graphs
and hypergraphs, particularly in the graph case; see the survey by Frieze [2] for a summary
what is known on the subject. Albert and Frieze [1] considered the maximum length of a
path in an orientation of Gn,p where the edge {i, j} , i < j was always oriented from i to j.
In this paper we consider a generalization of this problem to r-uniform hypergraphs.

Let H = H(r)(n, p) be the random r-uniform hypergraph on the set of vertices [n] such

that each r-tuple in
(
[n]
r

)
is included as an edge with probability p. Let Ep denote its set of

edges. Define an ordered loose path of length ℓ in H as an increasing subsequence of vertices
v1, v2, . . . , vℓ(r−1)+1 ∈ [n] such that {v1 < · · · < vr}, {vr < · · · < v2r−1}, . . . , {v(ℓ−1)(r−1)+1 <
· · · < vℓ(r−1)+1} are the edges of H (so that every pair of consecutive edges intersects in
a single vertex). Let ℓmax be the maximal length of an ordered loose path in H. In the
following, we discuss the likely value of ℓmax for varying values of p.

Theorem 1.1. Let r ≥ 2 and Ω(1) = p ≤ 1− o(1). Then, a.a.s.

(1 + o(1))n

r − p− r(1− p)r + (pr + 1)(1− p)rp−2
≤ ℓmax ≤ (1 + o(1))n

(
1

r
+

1

r(r − 2 + p−1)

)
.

Corollary 1.2. Let 0 < p < 1 be a constant. Then, for every ε > 0 there is an r0 =
r0(p, ε) ∈ N such that for each r ≥ r0, we have a.a.s.(

1

r
− ε

)
n ≤ ℓmax ≤

(
1

r
+ ε

)
n.

Corollary 1.3. Let r ≥ 2 and p = 1− o(1). Then, we have a.a.s.

ℓmax =
(1 + o(1))n

r − 1
.

In fact, the upper bound in these corollaries is trivial (and no upper bound from
Theorem 1.1 is needed), since always the length of an ordered loose path is at most
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n
r−1

= n
(

1
r
+ 1

r(r−1)

)
. However, notice that the second term of the upper bound in Theo-

rem 1.1 is always smaller than the trivial one, since 1
r(r−2+p−1)

< 1
r(r−1)

.

Theorem 1.4. Let r ≥ 2 and
√
log n/n(r−1)/4 ≪ p = o(1) or Ω((log n)r−1/nr−1) = p ≪

1/n(r−1)/2. Then, a.a.s.

ℓmax = Θ(np1/(r−1)).

(We write An ≪ Bn (resp. Bn ≫ An) if An/Bn → 0 as n → ∞.)
The next theorem fills the gap for the missing range of p from Theorem 1.4. Unfortu-

nately, this statement (likely the lower bound) is not optimal.

Theorem 1.5. Let r ≥ 2 and Ω(1/n(r−1)/2) = p = O(
√
log n/n(r−1)/4). Then, a.a.s.

Ω(np1/(r−1)/(log n)1/(r−1)) = ℓmax = O(np1/(r−1)).

The remaining (optimal) theorems describe results for the sparse regime.

Theorem 1.6. Let ω = ω(n) be such that 1 ≪ ω ≪ log n and

1

nr−1+1/ω
≤ p = O((log n)r−1/nr−1).

Then, there exists 1 ≪ ℓ0 = O(log n) such that(
n

ℓ0

)r−1+1/ℓ0

p = 1

and then a.a.s. ℓmax = Θ(ℓ0).

Theorem 1.7. Let ℓ ≥ 2 be an integer. Then, if 1/nr−1+1/ℓ ≪ p ≪ 1/nr−1+1/(ℓ+1), then
a.a.s. ℓmax = ℓ.

Furthermore, let c > 0 be a real number and p = c/nr−1+1/ℓ. Let X count the number
of ordered paths of length ℓ. Then, X converges in distribution to Po(λ), where λ =
c/(ℓ(r − 1) + 1)!.

Observe that if in Theorem 1.6 we allow ω = Θ(1), then the lower bound on p is
considered in Theorem 1.7. Also if ω = Ω(log n), then

p ≥ 1

nr−1+1/Ω(logn)
=

1

nr−1

1

n1/Ω(logn)
= Ω

(
1

nr−1

)
,

which is contained in the current range of p in Theorem 1.6.

2. Preliminaries

To bound the length of the longest ordered loose path from below, it is natural to
consider a greedy algorithm, which extends an ordered loose path from its last vertex i by
a hyperedge whose least vertex is i and whose “length” j − i, where j is its last vertex, is
as small as possible.

We will use the following lemma (about random hypergraphs of edges with common left
endpoints) when considering the properties of such a greedy extension algorithm.
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Lemma 2.1. Let H be a random r-hypergraph on the vertex set Z+ such that each edge
{1 < i2 < · · · < ir−1 < ir} appears with probability p. Let Xi (for i ≥ 0) be a random
variable, which equals r − 1 + i if (I) {1 < i2 < · · · < ir−1 < ir = r + i} is present in H
and (II) no edge of the form {1 < j2 < · · · < jr−1 < jr ≤ r + i − 1} is present in H, and
is 0 otherwise. Define X =

∑∞
i=0 Xi. Then:

(i) The expected value equals

EX =
∞∑
i=0

(r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
.

(ii) The expected value satisfies

r − p− r(1− p)r ≤ EX ≤ r − p− r(1− p)r + (pr + 1)(1− p)rp−2

and, in particular, for p = Ω(1), which is independent from r,

EX = r − p+ or(1),

where or(1) is approaching zero as r tends to infinity.
(iii) For p = o(1),

EX = Θ(1/p1/(r−1)).

Proof. We divide the proof into three parts.

Part (i): For i = 0, clearly, EX0 = (r − 1)q0p0, where q0 = 1 and p0 = p.
Now consider i = 1. Here the edge {1, . . . , r} is not present (this happens with proba-

bility q1 = 1− p0 = 1− p) and an edge e = {1 < i2 < · · · < ir−1 < r + 1} is present. Since
we have exactly

(
r−1
r−2

)
choices for vertices i2 < · · · < ir−1, the latter occurs with probability

p1 = 1− (1− p)(
r−1
r−2). Thus, EX1 = rq1p1.

Assume in general that qi is the probability of the event that no edge {1 < i2 < · · · <
ir−1 < r + j} for 0 ≤ j ≤ i− 1 is present. Moreover, let pi be the probability of the event
that there is an edge of the form {1 < i2 < · · · < ir−1 < r + i}. Observe that

qi = qi−1(1− pi−1) and pi = 1− (1− p)(
r−2+i
r−2 ) .

Thus,

qi =
i−1∏
j=0

(1− pj) =
i−1∏
j=0

(1− p)(
r−2+j
r−2 ) = (1− p)

∑i−1
j=0 (

r−2+j
r−2 ) = (1− p)(

r−2+i
r−1 )

and

EXi = (r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
.

Consequently,

EX =
∞∑
i=0

EXi =
∞∑
i=0

(r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
.

Part (ii): We split this sum into two terms: EX0 + EX1 and
∑∞

i=2EXi. Observe that

EX0 + EX1 = (r − 1)p+ r(1− p)
(
1− (1− p)r−1

)
= r − p− r(1− p)r
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and
∞∑
i=2

EXi ≤
∞∑
i=2

(r − 1 + i)(1− p)r−2+i = (pr + 1)(1− p)rp−2.

Since EX0 + EX1 ≤ EX = EX0 + EX1 +
∑∞

i=2EXi, we obtain

r − p− r(1− p)r ≤ EX ≤ r − p− r(1− p)r + (pr + 1)(1− p)rp−2.

Finally notice that both limr→∞ r(1− p)r = 0 and limr→∞(pr + 1)(1− p)rp−2 = 0 for any
p = Ω(1) being independent from r. This yields EX = r − p+ or(1).

Part (iii): For r = 2 observe that

EX =
∞∑
i=0

(1 + i)(1− p)ip = p

∞∑
i=0

(1 + i)(1− p)i = p · 1

p2
= 1/p,

as required. Therefore, we may assume that r ≥ 3. We split the sum into two terms:

S1 =
∑

0≤i≤(r−1)/p1/(r−1)

(r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
,

and

S2 =
∑

(r−1)/p1/(r−1)<i

(r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
.

Observe that

S1 ≤
∑

0≤i≤(r−1)/p1/(r−1)

(r − 1 + i)
(
1− (1− p)(

r−2+i
r−2 )

)
≤

∑
0≤i≤(r−1)/p1/(r−1)

(r − 1 + i)

(
1−

(
1− p

(
r − 2 + i

r − 2

)))

= p
∑

0≤i≤(r−1)/p1/(r−1)

(r − 1 + i)

(
r − 2 + i

r − 2

)
≤ p

∑
0≤i≤(r−1)/p1/(r−1)

(r − 1 + i)(r − 2 + i)r−2

≤ p · (r − 1)/p1/(r−1)(r − 1 + (r − 1)/p1/(r−1))r−1 = O(1/p1/(r−1)).

Now

S2 =
∑

(r−1)/p1/(r−1)<i

(r − 1 + i)(1− p)(
r−2+i
r−1 )

(
1− (1− p)(

r−2+i
r−2 )

)
≤

∑
(r−1)/p1/(r−1)<i

(r − 1 + i) exp

{
−p

(
r − 2 + i

r − 1

)}(
1−

(
1− p

(
r − 2 + i

r − 2

)))

= p
∑

(r−1)/p1/(r−1)<i

(r − 1 + i)

(
r − 2 + i

r − 2

)
exp

{
−p

(
r − 2 + i

r − 1

)}

≤ p
∑

(r−1)/p1/(r−1)<i

(r − 1 + i)

(
e(r − 2 + i)

r − 2

)r−2

exp

{
−p

(
r − 2 + i

r − 1

)r−1
}



LOOSE PATHS IN RANDOM ORDERED HYPERGRAPHS 5

= p

(
e

r − 2

)r−2 ∑
(r−1)/p1/(r−1)<i

(r − 1 + i)(r − 2 + i)r−2 exp

{
−p

(
1

r − 1

)r−1

(r − 2 + i)r−1

}

= p

(
e

r − 2

)r−2 ∑
(r−1)/p1/(r−1)+r−2<i

(i+ 1)ir−2 exp

{
−p

(
1

r − 1

)r−1

ir−1

}

≤ p

(
e

r − 2

)r−2 ∑
(r−1)/p1/(r−1)+r−2<i

(2i)ir−2 exp

{
−p

(
1

r − 1

)r−1

ir−1

}

= 2p

(
e

r − 2

)r−2 ∑
(r−1)/p1/(r−1)+r−2<i

ir−1 exp

{
−p

(
1

r − 1

)r−1

ir−1

}
.

Consider f(x) = xr−1 exp(−cxr−1) for x ≥ 0. It is easy to check that f is positive and
takes the maximum at point 1/c1/(r−1) and it is decreasing function for x ≥ 1/c1/(r−1).
Furthermore, ∫ ∞

0

xr−1 exp(−cxr−1)dx =
Γ(r/(r − 1))

cr/(r−1)(r − 1)
,

where Γ(z) =
∫∞
0

e−ttz−1 is the gamma function (see integral 3.326 in [4]). Let c =

p
(

1
r−1

)r−1
. Then,

1/c1/(r−1) = (r − 1)/p1/(r−1).

Thus,

S2 ≤ 2p

(
e

r − 2

)r−2 ∑
(r−1)/p1/(r−1)+r−2<i

ir−1 exp

{
−p

(
1

r − 1

)r−1

ir−1

}

≤ 2p

(
e

r − 2

)r−2 ∫ ∞

0

xr−1 exp

{
−p

(
1

r − 1

)r−1

xr−1

}

= 2p

(
e

r − 2

)r−2
Γ(r/(r − 1))

cr/(r−1)(r − 1)

= 2p

(
e

r − 2

)r−2
(r − 1)r−1Γ(r/(r − 1))

pr/(r−1)
= O(1/p1/(r−1)).

Hence,

EX = S1 + S2 = O(1/p1/(r−1)).

It remains to show the lower bound. Recall that

(1 + x)k ≤ 1 +
kx

1− (k − 1)x
=

1 + x

1− (k − 1)x
for − 1 ≤ x <

1

k − 1
and k ≥ 1.

Thus,

1− (1− p)(
r−2+i
r−2 ) ≥

(
1−

(
1−

p
(
r−2+i
r−2

)
1 + p

((
r−2+i
r−2

)
− 1
))) =

p
(
r−2+i
r−2

)
1 + p

((
r−2+i
r−2

)
− 1
) .
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r EX

2 2
3 2.6416...
4 3.5634...
5 4.5312...
6 5.5156...
7 6.5078...
8 7.5039...
9 8.5019...
10 9.5009...

Table 1. EX from Lemma 2.1 for p = 1/2 and r ∈ [10].

Moreover, for p = o(1) and 0 ≤ i ≤ 1/p1/(r−1) we get

1 + p

((
r − 2 + i

r − 2

)
− 1

)
≤ 1 + p(r − 2 + i)r−2 = O(p1/(r−1)) = o(1) ≤ 2.

Hence,

1− (1− p)(
r−2+i
r−2 ) ≥ p

(
r − 2 + i

r − 2

)
/2.

Also, since 1− x ≥ e−2x for 0 ≤ x ≤ 1/2, we obtain for p = o(1) and 0 ≤ i ≤ 1/p1/(r−1)

(1− p)(
r−2+i
r−1 ) ≥ exp

{
−2p

(
r − 2 + i

r − 1

)}
≥ exp

{
−2p(r − 2 + i)r−1

}
= Ω(1).

Therefore,

EX ≥ Ω(p)
∑

0≤i≤1/p1/(r−1)

(r − 1 + i)

(
r − 2 + i

r − 2

)
≥ Ω(p)

∑
0≤i≤1/p1/(r−1)

ir−1

≥ Ω(p)
1

p1/(r−1)

(
1

p1/(r−1)

)r−1

= Ω(1/p1/(r−1))

and, finally yielding EX = Θ(1/p1/(r−1)). □

In Table 1 we present the specific values of this expectation in case when p = 1/2 and
r ∈ [10].

Remark 1. For r = 2 the random variable i has the geometric distribution with probability
of success p. Indeed, in this case Xi = 1 + i can be viewed as i failures (occurring with
probability qi = (1−p)i) before the first success happens (with probability pi = p) for each
i ≥ 0.

We will also need an easy auxiliary result.
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Claim 2.2. Let p = Ω((log n)/nr−1) and

a =


4
p
log n if r = 2,(
4(r−2)r−2

p
log n

)1/(r−1)

if r ≥ 3.

Then, for r = 2 and any disjoint subsets A1, A2 ⊆ [n] with |A1| = |A2| = a ≥ 10, with
probability 1 − O(n−10) there is in H(2)(n, p) an edge e such that |A1 ∩ e| = |A2 ∩ e| = 1.
Moreover, for r ≥ 3 and any disjoint subsets A1, A2, A3 ⊆ [n] with |A1| = |A2| = |A3| = a,
with probability 1−O(n−10) there is in H(r)(n, p) an edge e such that |A1∩e| = |A2∩e| = 1
and |A3 ∩ e| = r − 2.

Proof. We prove the statement for r ≥ 3. (The case r = 2 is very similar.) Observe that
the probability that there are A1, A2, A3 with no edge described above is at most(

n

a

)3

(1− p)a
2( a

r−2) ≤ n3a exp

{
−pa2

(
a

r − 2

)}
= exp

{
3a log n− pa2

(
a

r − 2

)}
≤ exp

{
3a log n− pa2ar−2/(r − 2)r−2

}
= exp

{
a
(
3 log n− par−1/(r − 2)r−2

)}
≤ exp {a(3 log n− 4 log n)} = o(1).

□

We will need the following concentration result of Warnke [5]:

Lemma 2.3 (Warnke [5]). Let W = (W1,W2, . . . ,Wn) be a family of independent random
variables with Wi taking values in a set Λi. Let Ω =

∏
i∈[n] Λi and suppose that Γ ⊆ Ω

and f : Ω → R are given. Suppose also that whenever x,x′ ∈ Ω differ only in the i-th
coordinate

|f(x)− f(x′)| ≤

{
ci if x ∈ Γ.

di otherwise.

If Y = f(X), then for all reals γi > 0,

Pr(Y ≥ E(Y ) + t) ≤ exp

{
− t2

2
∑

i∈[n](ci + γi(di − ci))2

}
+Pr(W /∈ Γ)

∑
i∈[n]

γ−1
i . (1)

3. Lower bound for
√
log n/n(r−1)/4 ≪ p ≤ 1− o(1).

We present a lower bound by applying a greedy algorithm. This will imply the lower
bound in Theorem 1.1 and Theorem 1.4 for

√
log n/n(r−1)/4 ≪ p = o(1).

Let e = {i1 < · · · < ir} be an edge. We define the length of e as ℓ(e) = ir − i1. We will
greedily construct a loose path e1, e2, . . . . We start at the vertex 1 and choose the first
present edge e1 = {1 < i2 < · · · < ir−1 < ir}, that means, an edge of the smallest length
that contains vertex 1. Now we repeat the process starting at the vertex ir and find the
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first edge e2 that starts at ir, etc. Let Li be a random variable that counts the length of
edge ei. Thus, we want to analyze the random variable K such that

L1 + L2 + · · ·+ LK ≤ n− 1 and L1 + L2 + · · ·+ LK+1 > n− 1.

Since Li = X, where X is a random variable defined in Lemma 2.1 (below), we get

(EK)(EX) ≤ n− 1 and (E(K + 1))(EX) > n− 1

implying that EK ∼ n/(EX).
Let the random variable Y denote the maximum length of an ordered path in H(r)(n, p).

Clearly, Y ≥ K and EY ≥ EK. We will show by using Lemma 2.3 that Y is tightly
concentrated around its expectation. This will imply that a.a.s. Y ≥ (1 + o(1))EK. We
will have to estimate |Y (W1, . . . ,Wi, . . . ,Wn)− Y (W1, . . . ,W

′
i , . . . ,Wn)| for all W, i,W ′

i .
Now we will check the assumptions of Lemma 2.3. LetWi be the set of edges ofH

(r)(n, p)
that contain i and are contained in [i− 1].
For a given value of Y = Y (W1, . . . , . . . ,Wn) = y let P be a loose path of length y.

Suppose first that i ∈ P and that edge e ∈ (P ∩Wi) \W ′
i . By removing edge e we split P

into two paths P1 and P2 such that V (P1) ⊆ [i − r + 1] and V (P2) ⊆ {i + r − 1, . . . , n}.
Define c = 3a, where a is defined in Claim 2.2. If |E(P1)| ≤ c or |E(P2)| ≤ c, then, clearly,
|Y (W1, . . . ,Wi, . . . ,Wn)− Y (W1, . . . ,W

′
i , . . . ,Wn)| ≤ c.

Suppose that |E(P1)| ≥ c and |E(P2)| ≥ c. Let mi = |E(Pi)|, where clearly m1 +m2 =
y − 1. Let E(Pi) = {ei1, . . . , eimi

}, where eij precedes eij+1. Denote by first(e) and last(e)
the first and the last vertex of edge e, respectively. Define

A1 = {last(e1j) : m1 − 2a+ 1 ≤ j ≤ m1 − a} and A2 = {first(e2j) : 1 ≤ j ≤ a}

and A3 be any subset of
⋃m1

j=m1−a+1 e
1
j of size a. Due to Claim 2.2 there exists an edge

f such that f = {last(e1j1) < · · · < first(e2j2)} with m1 − 2a + 1 ≤ j1 ≤ m1 − a and
1 ≤ j2 ≤ a. Thus, P1 and P2 together with f contain a path of length at least y − c
yielding |Y (W1, . . . ,Wi, . . . ,Wn)− Y (W1, . . . ,W

′
i , . . . ,Wn)| ≤ c.

It remains to consider the case in which i is not in P and assume that W ′
i consists of all

possible edges. By adding these edges we can create a longer path. Clearly, here we can
argue by the symmetric argument that we cannot create a path longer that k + c.
Now we apply Lemma 2.3 with Γ equal to the set of W satisfying the conditions in

Claim 2.2 and ci = c for W ∈ Γ and di = n and γi = n−3, where

ci = c = 3a


12
p
log n if r = 2,(

12(r−2)r−2

p
log n

)1/(r−1)

if r ≥ 3.

Thus, for p ≥ ω
√
log n/n(r−1)/4 and t = (EY )/ω1/(r−1) we get

Pr

(
|Y − EY | ≥ EY

ω1/(r−1)

)
≤ 2 exp

{
− (EY )2

2ω2/(r−1)(nc2 + n−1)

}
+ n−7

≤ 2 exp

{
− (EK)2

2ω2/(r−1)(nc2 + n−1)

}
+ n−7.
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Now notice that the order of the magnitude of the exponent satisfies

(EK)2

ω2/(r−1)nc2
≥ n

2ω2/(r−1)c2(EX)2
=

n

2ω2/(r−1)
(

logn
p

)2/(r−1) (
1
p

)2/(r−1)
=

np4/(r−1)

2ω2/(r−1)(log n)2/(r−1)
.

Hence, for p ≥ ω
√
log n/n(r−1)/4,

(EY )2

ω2/(r−1)nc2
≥ ω2/(r−1)

2

implying that Pr(|Y − EY | ≥ (EY )/ω1/(r−1)) = o(1) and so a.a.s. Y ∼ EY .

4. Lower bound for Ω(1/n(r−1)/2) = p = O(
√
log n/n(r−1)/4).

Let ℓ = O(n(p/ log n)1/(r−1)). We will greedily build a path of length ℓ by applying
Claim 4.1 (below). Observe that

d :=
n

ℓ
= Ω

(
n

n(p/ log n)1/(r−1)

)
= Ω

((
log n

p

)1/(r−1)
)
.

First we reveal all r-tuples starting at vertex 1. By Claim 4.1 there is an edge e1 of
length at most d starting at this vertex. Now we reveal all r-tuples that start at the last
vertex of e1, etc. This way we see that a.a.s. there is a path of length at least ℓ.

Claim 4.1. Let p = Ω((log n)/nr−1) and (r − 1)
(

2 logn
p

)1/(r−1)

≤ d ≤ n. Then, a.a.s. for

each i ∈ [n − d] there is an edge e ∈ Ep of length at most d that starts at i. That means
there is a vertex j ≤ i+ d such e = {i < i2 < · · · < ir−1 < j} ∈ Ep.

Proof. Observe that for a fixed vertex i, the probability that there is no edge of the form

{i < i2 < · · · < ir−1 < ir} with ir ≤ i + d is exactly (1 − p)(
d

r−1). Hence, the probability
that there exists a vertex i with no such edges is at most

n(1− p)(
d

r−1) ≤ exp

{
log n− p

(
d

r − 1

)}
≤ exp

{
log n− p

(
d

r − 1

)r−1
}

= o(1).

□

5. Lower bound for Ω((log n)r−1/nr−1) = p ≪ 1/n(r−1)/2).

Let ℓ = 1
8(r−1)

np1/(r−1) − 1
r−1

. We will apply the second moment method. For a fixed

S ∈
(

[n]
ℓ(r−1)+1

)
, let XS be an indicator random variable which equals 1 if S induces an

ordered path of length ℓ denoted by PS; otherwise 0. Define X =
∑

S∈( [n]
ℓ(r−1)+1)

XS. Clearly,

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ≥

(
n

ℓ(r − 1) + 1

)ℓ(r−1)+1

pℓ

≥
(

n

ℓ(r − 1) + 1

)ℓ(r−1)

pℓ =

((
n

ℓ(r − 1) + 1

)r−1

p

)ℓ

= 8ℓ(r−1),

which tends to infinity.
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Now we calculate
∑

S ̸=S′ E(XSX
′
S) for s := ℓ(r − 1) + 1 = |S| = |S ′|. First observe that∑

|S∩S′|=0

E(XSXS′) ≤
(
n

s

)
pℓ
(
n

s

)
pℓ = (EX)2.

Similarly, ∑
1≤|S∩S′|≤r−1

E(XSX
′
S) ≤

(
n

s

)
pℓ
(

n

s− 1

)
pℓ =

(
n

s

)
pℓ
(
n

s

)
s

n− s+ 1
pℓ

= (EX)2
s

n− s+ 1
= o((EX)2).

It remains to consider the case when the paths induced by S and S ′ share some edges.
Let na,b be the number of ordered pairs (S, S ′) such that |E(PS) ∩ E(PS′)| = a and the
number of vertices of degree 2 induced by E(PS) ∩ E(PS′) is exactly b. For example, if
E(PS)∩E(PS′) is just one path, then b = a−1, or if E(PS)∩E(PS′) is a matching of size a,
then b = 0. In general, it is easy to observe that E(PS) ∩ E(PS′) consists of c := a − b
vertex disjoint paths.

First we will consider the following problem. Let P be a path of length ℓ. We calculate
in how many ways we can choose vertex-disjoint paths P1, . . . , Pc contained in P such that
|E(P1)| + · · · + |E(Pc)| = a (this will also imply that the number of vertices of degree 2
in Pi’s is exactly b). Let xi = |E(Pi)| and yi be a gap (in terms of the number of edges)
between Pi and Pi+1. Any choice of Pi’s can be encoded as an integer solution of

y0 + x1 + y1 + x2 + y2 + · · ·+ xc + yc = ℓ,

where xi ≥ 1 for 1 ≤ i ≤ c and y0 ≥ 0, yc ≥ 0, yj ≥ 1 for 1 ≤ j ≤ c− 1. This is equivalent
of solving

x1 + · · ·+ xc = a and y0 + · · ·+ yc = ℓ− a,

which turns out to be equivalent to solving

(x1−1)+· · ·+(xc−1) = a−c and y0+(y1−1)+(y2−1)+· · ·+(yc−1−1)+yc = ℓ−a−c+1

with all (xi − 1) (for 1 ≤ i ≤ c), y0, yc and (yj − 1) (for 1 ≤ j ≤ c− 1) nonnegative. Thus,
the number of integer solutions is exactly(

a− 1

c− 1

)(
ℓ− a+ 1

c

)
≤ 2aℓc = 2aℓa−b.

Now notice that where s = ℓ(r − 1) + 1,

na,b ≤
(
n

s

)
· 2aℓa−b

(
n

s− (ar − b)

)
=

(
n

s

)
· 2aℓa−b

(
n

s

)
s− (ar − b) + 1

n− s+ 1
· · · s− 1

n− s+ (ar − b− 1)

s

n− s+ (ar − b)

≤
(
n

s

)(
n

s

)
2aℓa−b

(
s

n− s

)ar−b

.
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Hence,∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤

∑
1≤a≤ℓ

∑
0≤b≤a−1

(EX)22aℓa−b

(
s

n− s

)ar−b

p−a

= (EX)2
∑

1≤a≤ℓ

2aℓa
(

s

n− s

)ar

p−a
∑

0≤b≤a−1

ℓ−b

(
s

n− s

)−b

.

Since p ≪ 1/n(r−1)/2), ℓ2 ≪ n and so ℓs ≪ n− s. Thus, n−s
ℓs

− 1 ≥ n
2ℓs

and∑
0≤b≤a−1

ℓ−b

(
s

n− s

)−b

=
∑

0≤b≤a−1

(
n− s

ℓs

)b

=

(
n−s
ℓs

)a − 1
n−s
ℓs

− 1
≤
(
n−s
ℓs

)a
n
2ℓs

.

Hence, ∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤ (EX)2

2ℓs

n

∑
1≤a≤ℓ

2aℓa
(

s

n− s

)ar

p−a

(
n− s

ℓs

)a

= (EX)2
2ℓs

n

∑
1≤a≤ℓ

2a
(

s

n− s

)ar−a

p−a

= (EX)2
2ℓs

n

∑
1≤a≤ℓ

(
2

(
s

n− s

)r−1

p−1

)a

. (2)

Recall that s = ℓ(r − 1) + 1 = 1
8(r−1)

np1/(r−1) and s ≪ n. Thus,

2

(
s

n− s

)r−1

p−1 ≤ 2

(
2s

n

)r−1

p−1 = 2

(
1

4(r − 1)

)r−1

≤ 1/2

and ∑
1≤a≤ℓ

(
2

(
s

n− s

)r−1

p−1

)a

≤
∑

1≤a≤ℓ

1/2a ≤ 1.

Consequently, ∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤ (EX)2

2ℓs

n
= o((EX)2).

Summarizing, we have shown that

EX2

(EX)2
= 1 + o(1),

that means, if ℓ = 1
8(r−1)

np1/(r−1) − 1
r−1

, then a.a.s. there is a path of length ℓ.

6. Upper bound for Ω((log n)r−1/nr−1) = p.

Here we present two general upper bounds. The first one is better in the case when p
is bounded from below by a constant – implying the bound in Theorem 1.1. The second
approach gives the upper bounds in Theorems 1.4 and 1.5.
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6.1. Bounding the union of paths. Let P be an ordered loose path with ℓ edges. For
an integer i satisfying r − 1 ≤ i ≤ n − 1, let xi count the number of edges of length of i
in P . Clearly, ℓ = xr−1 + xr + · · ·+ xn−1. Observe that

n− 1 ≥ (r − 1)xr−1 + rxr + · · ·+ (n− 1)xn−1 ≥ (r − 1)xr−1 + r(ℓ− xr−1).

Thus,

ℓ ≤ n− 1 + xr−1

r
.

Now we will bound xr−1 from above by using a greedy approach. Let H be an r-uniform
hypergraph on the set of vertices [n] (not necessary random) and P an ordered path. Let
Q be a subgraph of P that consists of edges of length r− 1 only. That means Q is a union
of loose paths and |E(Q)| = xr−1. Assume that there are edges e ∈ E(H) \ E(Q) with
length(e) = r − 1 and f ∈ E(Q) such that e proceeds before f and E(P ) \ e ∪ f is still
a union of loose paths. Now we replace f by e obtaining a new union of loose paths R
of length xr−1. We can repeat this process until such e and f no longer exist and assume
that R has this property.

Let F = ∅. We start at vertex 1 and check if {1 < 2 < · · · < r} is present in H. If so
then we accept it and add it to F . Assume that we already have chosen F = {f1, . . . , fi}
that creates a union of loose paths. Next we consider the next available edge of length r−1
the occurs after fi and check whether this edge together with F is still a union of loose
paths. If so, then we accept it. Otherwise, we repeat the process. Observe that at the end
F = E(R).

Let Y be the random variable that counts the number of edges in the largest union of
loose paths in H(r)(n, p). We will show that Y is concentrated around its mean. This
together with Lemma 6.1 (below) will imply that a.a.s.

xr−1 ≤ Y = (1 + o(1))n/((r − 2) + p−1).

Now we show by using McDiarmid’s inequality1 that Y ∼ EY . Choose

t =
EY

ω
=

n

ω((r − 2) + p−1)
and ci = 2,

since by removing one vertex (or adding), we change the size of a union of loose paths by
at most two. Thus,

Pr(|Y − EY | ≥ t) ≤ 2 exp

{
− t2

2
∑n

i=1 c
2
i

}
= 2 exp

{
− n

4ω2((r − 2) + p−1)2

}
= o(1)

for p = Ω(1).

Lemma 6.1. Let H be a random r-hypergraph on the vertex set Z+ such that each edge
{j + 1 < j + 2 < · · · < j + r} (for j ≥ 0) appears with probability p. Let Xi (for i ≥ 0) be
a random variable, which equals r − 1 + i if {i + 1 < · · · < i + r} is the first present edge
of length r − 1 that appears after vertex 1. Define X =

∑∞
i=0Xi. Then,

EX =
∞∑
i=0

(r − 1 + i)(1− p)ip = r − 2 + p−1.

1This can be viewed as Warnke’s inequality (from Lemma 2.3) with Γ = Ω.
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Proof. It suffices to observe that EXi = (r − 1 + i)(1 − p)ip, since none of the edges
{j < · · · < j + r − 1} for j ∈ [i] is present in H with probability 1 − p, for each missing
edge. □

6.2. First moment method. LetX count the number of paths of length ℓ = 41/(r−1)e
r−1

np1/(r−1).
Then,

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ≤

(
en

ℓ(r − 1)

)ℓ(r−1)+1

pℓ

=

((
en

ℓ(r − 1)

)(r−1)

p

(
en

ℓ(r − 1)

)1/ℓ
)ℓ

≤

((
en

ℓ(r − 1)

)(r−1)

pn1/ℓ

)ℓ

=

(
1

4
n1/ℓ

)ℓ

.

If p ≥ ( r−1
41/(r−1)e

)r−1(log n)r−1/nr−1 and therefore ℓ = 41/(r−1)e
r−1

np1/(r−1) ≥ log n, we get

EX ≤
(
1

4
n1/ℓ

)ℓ

=

(
1

4
n1/ logn

)ℓ

=
(e
4

)ℓ
= o(1).

Thus, if ℓ ≥ 41/(r−1)e
r−1

np1/(r−1), then a.a.s. there is no path of length ℓ.

7. Lower and upper bound for 1
nr−1+1/ω ≤ p ≤ O((log n)r−1/nr−1).

Here we will prove Theorem 1.6. The first part of the statement is proved in the following
claim.

Claim 7.1. There exists 1 ≪ ℓ0 = O(log n) such that(
n

ℓ0

)r−1+1/ℓ0

p = 1.

Proof. For x > 0 define

f(x) =
(n
x

)r−1+1/x

p.

Clearly, f is continuous function. We will show that there are 1 ≪ x1 ≤ x2 = O(log n)
such that f(x1) > 1 and f(x2) < 1. Thus, the Intermediate Value Theorem will imply the
statement.

Recall that 1
nr−1+1/ω ≤ p, where 1 ≪ ω ≪ log n. Let x1 = logω. Note that

f(x1) =

(
n

x1

)r−1+1/x1

p ≥
(

n

logω

)r−1+1/ logω
1

nr−1+1/ω
=

n1/ logω−1/ω

(logw)r−1+1/ω
≥ n1/ logω−1/ω

(logw)r
.

For large n, we have

1/ logω − 1/ω ≥ 1/(2 logω) ≥ 1/(2 log log n).

Thus,

f(x1) ≥
n1/(2 log logn)

(log log n)r
= exp

{
log n

2 log log n
− r log log log n

}
,

which tends to infinity. Hence, f(x1) > 1.
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Now let C > 0 be an arbitrarily large constant and assume that p ≤ C(logn)r−1

nr−1 . Let
d > 1 be (sufficiently large) such that

Ce1/d

dr−1
< 1.

Define x2 = d log n and observe that

f(x2) ≤
(

n

d log n

)r−1+1/(d logn)
C(log n)r−1

nr−1

=
C

dr−1+1/(d logn)

(
n

log n

)1/(d logn)

≤ C

dr−1
n1/(d logn) =

Ce1/d

dr−1
< 1.

□

7.1. Upper bound. Let ℓ = 2e(r−1)ℓ0−1
r−1

. Hence, 1/ℓ ≤ 1/ℓ0 and

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ≤

(
en

ℓ(r − 1) + 1

)ℓ(r−1)+1

pℓ

=

((
n

2(r − 1)ℓ0

)r−1+1/ℓ

p

)ℓ

≤

((
n

2(r − 1)ℓ0

)r−1+1/ℓ0

p

)ℓ

=

(
1

(2(r − 1))r−1+1/ℓ0

(
n

ℓ0

)r−1+1/ℓ0

p

)ℓ

=
1

(2(r − 1))ℓ(r−1)+ℓ/ℓ0
· 1 = o(1).

7.2. Lower bound. Let ℓ = ℓ0/4−1
r−1

. Hence, 1/ℓ ≥ 1/ℓ0 and

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ≥

(
n

ℓ(r − 1) + 1

)ℓ(r−1)+1

pℓ

=

((
4n

ℓ0

)r−1+1/ℓ

p

)ℓ

≥

((
4n

ℓ0

)r−1+1/ℓ0

p

)ℓ

=

(
4r−1+1/ℓ0

(
n

ℓ0

)r−1+1/ℓ0

p

)ℓ

= 4ℓ(r−1)+ℓ/ℓ0 · 1 ≫ 1.

We will now modify the calculations from Section 5. Since s = Θ(ℓ) = O(log n), we
bound (2) as follows:

2

(
s

n− s

)r−1

p−1 ≤ 2

(
2s

n

)r−1

p−1 = 2

(
2(ℓ(r − 1) + 1)

n

)r−1

p−1

= 2

(
ℓ0
2n

)r−1

p−1 =
1

2r−2

(
n

ℓ0

)1/ℓ0

≤ n1/ℓ0 .

Consequently,∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤ (EX)2

2ℓs

n

∑
1≤a≤ℓ

(
2

(
s

n− s

)r−1

p−1

)a
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≤ (EX)2
2ℓs

n

∑
1≤a≤ℓ

(
n1/ℓ0

)a ≤ (EX)2
2ℓs

n
O(1)

(
n1/ℓ0

)ℓ
.

Since ℓ/ℓ0 < 1/(4(r − 1)) and ℓs = O(log2 n), we get that∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤ (EX)2

2ℓs

n
O(1)nℓ/ℓ0

≤ (EX)2O(1)
ℓs

n
n1/(4(r−1))

= (EX)2O(1)
log2 n

n(4r−5)/(4r−4)
= o((EX)2).

8. Lower and upper bound for 1/(nr−1+1/ℓ) ≪ p ≪ 1/(nr−1+1/(ℓ+1)) where
ℓ = O(1).

8.1. Upper bound. Recall that from Section 6.2 we know that

EX =

(
n

(ℓ+ 1)(r − 1) + 1

)
pℓ+1 ≤ n(ℓ+1)(r−1)+1pℓ+1 ≪ n(ℓ+1)(r−1)+1 · 1/(n(ℓ+1)(r−1)+1) = 1

implying that EX tends to 0.

8.2. Lower bound. Similarly,

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ≫

(
n

ℓ(r − 1) + 1

)ℓ(r−1)+1

· 1/(nℓ(r−1)+1) = Ω(1)

yielding that EX tends to infinity.
We will now modify calculations from Section 5. Clearly, ℓ = O(1) and s = O(1).

Observe that in (2) we can use the following upper bounds,

2

(
s

n− s

)r−1

p−1 ≪ 1/nr−1 · nr−1+1/ℓ = n1/ℓ.

Hence,

∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a ≤ (EX)2

2ℓs

n

∑
1≤a≤ℓ

(
2

(
s

n− s

)r−1

p−1

)a

≪ (EX)2
O(1)

n
O(n) = (EX)2O(1),

showing that ∑
1≤a≤ℓ

∑
0≤b≤a−1

na,bp
2ℓ−a = o((EX)2).
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8.3. Method of moments. Observe that if p = c/(nr−1+1/ℓ), then

EX =

(
n

ℓ(r − 1) + 1

)
pℓ ∼ nℓ(r−1)+1

(ℓ(r − 1) + 1)!
· c/(nℓ(r−1)+1) = c/(ℓ(r − 1) + 1)! =: λ.

Now by generalizing the second moment calculations one can show that

EX(X − 1) · · · (X − k + 1) → λk

for any k ≥ 1. Thus, the method of moments yields the statement (see, e.g. [3]).

9. Concluding remarks

We have found high probability estimates for ℓmax for all ranges of p. The gaps between
upper and lower bounds are all of order O(1) except for Theorem 1.5 where Ω(1/n(r−1)/2) =
p = O(

√
log n/n(r−1)/4). Here we are off by an order O((log n)1/(r−1)) factor. It would be

of some interest to remove this.

References

[1] M. Albert and A.M. Frieze, Random Graph Orders, Order 6 (1989), 19–30.
[2] A.M. Frieze, Hamilton Cycles in Random Graphs: a bibliography.
[3] A.M. Frieze and M. Karoński, Introduction to Random Graphs, Cambridge University Press, 2015.
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