
Random Variables

A funtion Z : 
! R is alled a random vari-

able.

Two Die

Z(x

1

; x

2

) = x

1

+ x

2

.

p

k

= P(Z = k) = P(f! : Z(!) = kg).

k 2 3 4 5 6 7 8 9 10 11 12

p

k

1

36

2

36

3

36

4

36

5

36

6

36

5

36

4

36

3

36

2

36

1

36

1



Coloured Balls


 = fm indistinguishable balls, n olours g.

Uniform distribution.

Z = no. olours used.

p

k

=

�

n

k

��

m�1

k�1

�

�

n+m�1

m

�

:

If m = 10; n = 5 then

p

1

=

5

1001

; p

2

=

90

1001

; p

3

=

360

1001

; p

4

=

420

1001

;

p

5

=

126

1001

:
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Binomial Random Variable B

n;p

.

n oin tosses. p = P(Heads) for eah toss.


 = fH;Tg

n

.

P(!) = p

k

(1� p)

n�k

where k is the number of H's in !.

B

n;p

(!) = no. of ourrenes of H in !.

P(B

n;p

= k) =

�

n

k

�

p

k

(1� p)

n�k

:

If n = 8 and p = 1=3 then

p

0

=

2

8

3

8

; p

1

= 8�

2

7

3

8

; p

2

= 28�

2

6

3

8

;

p

3

= 56�

2

5

3

8

; p

4

= 140�

2

4

3

8

; p

5

= 56�

2

3

3

8

;

p

6

= 28�

2

2

3

8

; p

7

= 8�

2

3

8

; p

8

=

1

3

8

3



Poisson Random Variable Po(�).


 = f0;1;2; : : : ; g and

P(Po(�) = k) =

�

k

e

��

k!

for all k � 0:

This is a limiting ase of B

n;�=n

where n!1.

Po(�) is the number of ourrenes of an event

whih is individually rare, but has onstant ex-

petation in a large population.
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Fix k, then

lim

n!1

P(B

n;�=n

= k) = lim

n!1

�

n

k

�

�

�

n

�

k

�

1�

�

n

�

n�k

=

�

k

e

��

k!

Explanation of

�

n

k

�

� n

k

=k! for �xed k.

n

k

k!

�

�

n

k

�

=

n

k

k!

�

1�

1

n

��

1�

2

n

�

� � �

�

1�

k � 1

n

�

�

n

k

k!

 

1�

k(k � 1)

2n

!
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Expetation (Average)

Z is a random variable. Its expeted value is

given by

E(Z) =

X

!2


Z(!)P(!)

=

X

k

kP(Z = k):

Ex: Two Die

Z = x

1

+ x

2

.

E(Z) = 2�

1

36

+ 3�

2

36

+ � � �+12�

1

36

= 7:
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10 indistinguishable balls, 5 olours. Z is the

number of olours atually used.

E(Z) =

5

1001

+2�

90

1001

+3�

360

1001

+4�

420

1001

+5�

126

1001

:

In general: n olours, m balls.

E(Z) =

n

X

k=1

k

�

n

k

��

m�1

k�1

�

�

n+m�1

m

�

= n

n

X

k=1

�

n�1

k�1

��

m�1

k�1

�

�

n+m�1

m

�

= n

n�1

X

k�1=0

�

n�1

k�1

��

m�1

m�k

�

�

n+m�1

m

�

=

n

�

n+m�2

m�1

�

�

n+m�1

m

�

=

mn

n+m� 1

:
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Geometri


 = f1;2; : : : ; g

P(k) = (1� p)

k�1

p, Z(k) = k.

E(Z) =

1

X

k=1

k(1� p)

k�1

p

=

p

(1� (1� p))

2

=

1

p

= expeted number of trials until suess.

2

4

1

X

k=0

kx

k�1

=

1

(1� x)

2

:

3

5
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Binomial B

n;p

.

E(B

n;p

) =

n

X

k=0

k

�

n

k

�

p

k

(1� p)

n�k

=

n

X

k=1

n

�

n� 1

k � 1

�

p

k

(1� p)

n�k

= np

n

X

k=1

�

n� 1

k � 1

�

p

k�1

(1� p)

n�k

= np(p+ (1� p))

n�1

= np:

Poisson Po(�).

E(Po(�)) =

1

X

k=0

k

�

k

e

��

k!

= �

1

X

k=1

�

k�1

e

��

(k � 1)!

= �:
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Suppose X;Y are random variables on the same

probability spae 
.

Claim: E(X + Y ) = E(X) + E(Y ).

Proof:

E(X + Y ) =

X

�

X

�

(�+ �)P(X = �; Y = �)

=

X

�

X

�

�P(X = �; Y = �) +

X

�

X

�

�P(X = �; Y = �)

=

X

�

�

X

�

P(X = �; Y = �) +

X

�

�

X

�

P(X = �; Y = �)

=

X

�

�P(X = �) +

X

�

�P(Y = �)

= E(X) + E(Y ):

In general if X

1

;X

2

; : : : ;X

n

are random vari-

ables on 
 then

E(X

1

+X

2

+� � �+X

n

) = E(X

1

)+E(X

2

)+� � �+E(X

n

)
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Binomial

Write B

n;p

= X

1

+X

2

+ � � �+X

n

where X

i

= 1

if the ith oin omes up heads.

E(B

n;p

) = E(X

1

) + E(X

2

) + � � �+ E(X

n

) = np

sine E(X

i

) = p� 1+ (1� p)� 0.

Same probability spae. Z(!) denotes the num-

ber of ourrenes of the sequene H;T;H in

!.

Z = X

1

+X

2

+ � � �+X

n�2

where X

i

= 1 if oin

tosses i; i+1; i+2 ome up H;T;H respetively.

So

E(Z) = E(X

1

)+E(X

2

)+� � �+E(X

n�2

) = (n�2)p

2

(1�p);

sine P(x

i

= 1) = p

2

(1� p).
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m indistinguishable balls, n olours. Z is the

number of olours atually used.

Z

i

= 1 $ olour i is used.

Z = Z

1

+ � � �+Z

n

= number of olours atually

used.

E(Z) = E(Z

1

) + � � �+ E(Z

n

)

= nE(Z

1

)

= nPr(Z

1

6= 0)

= n

0

B

�

1�

�

n+m�2

m

�

�

n+m�1

m

�

1

C

A

:

= n

�

1�

n� 1

n+m� 1

�

=

mn

n+m� 1

:
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m distinguishable balls, n boxes

Z = number of non-empty boxes.

= Z

1

+ Z

2

+ � � �+ Z

n

where Z

i

= 1 if box i is non-empty and = 0

otherwise. Hene,

E(Z) = n

�

1�

�

1�

1

n

�

m

�

;

sine E(Z

i

) = P( box i is non-empty) =

�

1�

�

1�

1

n

�

m

�

.

Why is this di�erent from the previous slide?

The answer is that the indistinguishable balls

spae is obtained by partitioning the distin-

guishable balls spae and then giving eah set

of the partition equal probability as opposed to

a probability proportional to its size.

For example, if the balls are indistinguishable

then the probability of exatly one non-empty

box is n�

�

m+n�1

n�1

�

�1

whereas, if the balls are

distinguishable, this probability beomes

n� n

�m

.
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Conditional Expetation

Suppose A � 
 and Z is a a random variable

on 
. Then

E(Z j A) =

X

!2A

Z(!)P(! j A) =

X

k

kP(Z = k j A):

Ex: Two Die

Z = x

1

+ x

2

and A = fx

1

� x

2

+4g.

A = f(5;1); (6;1); (6;2)g and so P(A) = 1=12.

E(Z j A) = 6�

1=36

1=12

+7�

1=36

1=12

+8�

1=36

1=12

= 7:
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Let B

1

; B

2

; : : : ; B

n

be pairwise disjoint events

whih partition 
. Let Z be a random variable

on 
. Then

E(Z) =

n

X

i=1

E(Z j B

i

)Pr(B

i

):

Proof

n

X

i=1

E(Z j B

i

)P(B

i

) =

n

X

i=1

X

!2B

i

Z(!)

P(!)

P(B

i

)

P(B

i

)

=

n

X

i=1

X

!2B

i

Z(!)P(!)

=

X

!2


Z(!)P(!)

= E(Z):
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Hashing

Let U = f0;1; : : : ; N�1g and H = f0;1; : : : ; n�

1g where n divides N and N � n. f : U ! H,

f(u) = u mod n.

(H is a hash table and U is the universe of

objets from whih a subset is to be stored in

the table.)

Suppose u

1

; u

2

; : : : ; u

m

; m = �n; are a random

subset of U . A opy of u

i

is stored in \ell"

f(u

i

) and u

i

's that \hash" to the same ell are

stored as a linked list.

Questions: u is hosen uniformly from U .

(i) What is the expeted time T

1

to determine

whether or not u is in the table?

(ii) If it is given that u is in the table, what is

the expeted time T

2

to �nd where it is plaed?

Time = The number of omparisons between

elements of U needed.

16



Let M = N=n, the number of u's that map to

a ell. Let X

k

denote the number of u

i

for

whih f(u

i

) = k. Then

E(T

1

) =

n

X

k=1

E(T

1

j f(u) = k)P(f(u) = k)

=

1

n

n

X

k=1

E(T

1

j f(u) = k)

=

1

n

n

X

k=1

E

�

1+X

k

2

X

k

M

+X

k

�

1�

X

k

M

��

�

1

n

n

X

k=1

E(X

k

)

=

1

n

E

0

�

n

X

k=1

X

k

1

A

= �:
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Let X denote X

1

;X

2

; : : : ;X

n

and let X denote

the set of possible values for X. Then

E(T

2

) =

X

X2X

E(T

2

j X)P(X)

=

X

X2X

n

X

k=1

E(T

2

j f(u) = k;X)

�P(f(u) = k)P(X)

=

X

X2X

n

X

k=1

E(T

2

j f(u) = k;X)

X

k

m

P(X)

=

X

X2X

n

X

k=1

�

1+X

k

2

�

X

k

m

P(X)

=

1

2m

X

X2X

n

X

k=1

X

k

(1 +X

k

)P(X)

=

1

2

+

1

2M

E(X

2

1

+ � � �+X

2

n

)

=

1

2

+

1

2�

E(X

2

1

)

=

1

2

+

1

2�

m

X

t=1

t

2

�

M

t

��

N�M

m�t

�

�

N

m

�

:
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If � is small and t is small then we an write

�

M

t

��

N�M

m�t

�

�

N

m

�

�

M

t

t!

(N �M)

m�t

(m� t)!

m!

N

m

�

�

1�

1

n

�

m

m

t

t!n

t

�

�

t

e

��

t!

:

Then we an further write

E(T

2

) �

1

2

+

1

2�

1

X

t=1

t

2

�

t

e

��

t!

= 1+

�

2
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Random Walk: Suppose we do n steps of pre-

viously desribed random walk. Let Z

n

denote

the number of times the walk visits the origin.

Then

Z

n

= Y

0

+ Y

1

+ Y

2

+ � � �+ Y

n

where Y

i

= 1 if X

i

= 0 { reall that X

i

is the

position of the partile after i moves.

But

E(Y

i

) =

(

0 i odd

�

i

i=2

�

2

�i

i even

So

E(Z

n

) =

X

0�m�n

m even

�

m

m=2

�

2

�m

:

�

X

q

2=(�m)

�

1

2

Z

n

0

q

2=(�x)dx

=

q

2n=�
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Consider the following program whih om-

putes the minimum of the n numbers x

1

; x

2

; : : : ; x

n

.

begin

min :=1;

for i = 1 to n do

begin

if x

i

< min then min := x

i

end

output min

end

If the x

i

are all di�erent and in random order,

what is the expeted number of times that that

the statement min := x

i

is exeuted?
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 = fpermutations of 1;2; : : : ; ng { uniform

distribution.

Let X be the number of exeutions of state-

ment min := x

i

. Let

X

i

=

(

1 statement exeuted at i:

0 otherwise

Then X

i

= 1 i� x

i

= minfx

1

; x

2

; : : : ; x

i

g and

so

P(X

i

= 1) =

(i� 1)!

i!

=

1

i

:

[The number of permutations of fx

1

; x

2

; : : : ; x

i

g

in whih x

i

is the largest is (i� 1)!.℄ So

E(X) = E

0

�

n

X

i=1

X

i

1

A

=

n

X

i=1

E(X

i

)

=

n

X

i=1

1

i

(= H

n

)

� log

e

n:
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Independent Random Variables

Random variables X;Y de�ned on the same

probability spae are alled independent if for

all �; � the events fX = �g and fY = �g are

independent.

Example: if 
 = f0;1g

n

and the values of X;Y

depend only on the values of the bits in disjoint

sets �

X

;�

Y

then X;Y are independent.

E.g. if X = number of 1's in �rst m bits and

Y = number of 1's in last n�m bits.

The independene of X;Y follows diretly from

the disjointness of �

fX=�g

and �

fY=�g

.
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If X and Y are independent random variables

then

E(XY ) = E(X)E(Y ):

E(XY ) =

X

�

X

�

��P(X = �; Y = �)

=

X

�

X

�

��P(X = �)P(Y = �)

=

"

X

�

�P(X = �)

#

2

4

X

�

�P(Y = �)

3

5

= E(X)E(Y ):

This is not true if X and Y are not indepen-

dent. E.g. Two Die: X = x

1

+x

2

and Y = x

1

.

E(X) = 7; E(Y ) = 7=2 and E(XY ) = E(x

2

1

) +

E(x

1

x

2

) = 91=6+ (7=2)

2

:
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If X = B

n;p

= number of heads in n oin ips

and Y = n � B

n;p

then X and Y are not inde-

pendent. E.g. P(X = n) = p

n

but

P(X = n j Y = n) = 0.

Now suppose the number of oin ips is the

random variable N = Po(�). Let X be number

of heads and Y be the number of tails. Let

q = 1� p.

P(X = x; Y = y) = P(X = x; Y = y j N = x+ y)

�P(N = x+ y)

=

�

x+ y

x

�

p

x

q!

y

�

x+y

(x+ y)!

e

��

=

(�p)

x

(�q)

y

x!y!

e

��

:

25



P(X = x) =

X

n�x

P(X = x j N = n)P(N = n)

=

X

n�x

�

n

x

�

p

x

q

n�x

�

n

n!

e

��

=

(�p)

x

x!

e

��

X

n�x�0

(�q)

n�x

(n� x)!

=

(�p)

x

x!

e

��

e

�q

=

(�p)

x

x!

e

��p

:

Similarly,

P(Y = y) =

(�q)

y

y!

e

��q

and so

P(X = x; Y = y) = P(X = x)P(Y = y)

for all x; y and the two random variables are

independent!
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