
Balls in Boxes

m distinguishable balls in n distinguishable boxes.
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Explanation of limit: (1� 1=n)
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.
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for all x;
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This proves (1). So, for large n,
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Random Walk

A parti
le starts at 0 on the real line and ea
h

se
ond makes a random move left of size 1,

(probability 1/2) or right of size 1 (probability

1/2).

Consider n moves. 
 = fL;Rg

n

.

For example if n = 4 then LLRL stands for

move left, move left, move right, move left.

Ea
h sequen
e ! is given an equal probability

2

�n

.

Let X

n

= X

n

(!) denote the position of the

parti
le after n moves.

Suppose n = 2m. What is the probability X

n

=

0?

�

n

m

�

2

n

�

s

2

�n

:

Stirling's Formula: n! �

p

2�n(n=e)

n

.
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Boole's Inequality

A;B � 
.

P(A [B) = P(A) +P(B)�P(A \B)

� P(A) +P(B) (2)

If A;B are disjoint events i.e. A \ B = ; then

P(A [B) = P(A) +P(B).

Example: Two Di
e. A = fx

1

� 3g and B =

fx

2

� 3g.

Then P(A) = P(B) = 2=3 and

P(A [B) = 8=9 < P(A) +P(B):
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More generally,

P

0

�

n

[

i=1

A

i

1

A

�

n

X

i=1

P(A

i

): (3)

Indu
tive proof

Base 
ase: n = 1

Indu
tive step: assume (3) is true.

P

0

�

n+1

[
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A

i

1

A

� P

0

�

n

[

i=1

A

i

1

A

+P(A

n+1

) by (2)

�

n

X

i=1

P(A

i

) +P(A

n+1

) by (3)
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Colouring Problem

Theorem Let A

1

; A

2

; : : : ; A

n

be subsets of A

and jA

i

j = k for 1 � i � n. If n < 2

k�1

then

there exists a partition A = R [B su
h that

A

i

\R 6= ; and A

i

\B 6= ; 1 � i � n:

[R = Red elements and B= Blue elements.℄

Proof Randomly 
olour A.


 = fR;Bg

A

= ff : A ! fR;Bgg, uniform dis-

tribution.

BAD = f9i : A

i

� R or A

i

� Bg:

Claim: P(BAD) < 1.

Thus 
nBAD 6= ; and this proves the theorem.
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BAD(i) = fA

i

� R or A

i

� Bg

BAD =

n

[

i=1

BAD(i):

P(BAD) �

n

X

i=1

P(BAD(i))

=

n

X

i=1

�

1

2

�

k�1

= n=2

k�1

< 1:

Explanation:

For any set X � A and any x 2 fR;Bg

X

we have

P(f(X) = x) = 2

�jXj

:

1. The number of ! su
h that f(X) = x is 2

jAj�jXj

.

2. f(X) = x just depends on the random 
olours as-

signed to X and so is independent of 
olours not in

X.
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Random Binary Sear
h Trees

A binary tree 
onsists of a set of nodes, one of whi
h is

the root.

Ea
h node is 
onne
ted to 0,1 or 2 nodes below it and

every node other than the root is 
onne
ted to exa
tly

one node above it. The root is the highest node.

The depth of a node is the number of edges in its path

to the root.

The depth of a tree is the maximum over the depths of

its nodes.
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Starting with a tree T

0


onsisting of a single

root r, we grow a tree T

n

as follows:

The n'th parti
le starts at r and 
ips a fair


oin. It goes left (L) with probability 1/2 and

right (R) with probability 1/2.

It tries to move along the tree in the 
hosen

dire
tion. If there is a node below it in this

dire
tion then it goes there and 
ontinues its

random moves. Otherwise it 
reates a new

node where it wanted to move and stops.
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Let D

n

be the depth of this tree.

Claim: for any t � 0,

P(D

n

� t) � (n2

�(t�1)=2

)

t

:

Proof The pro
ess requires at most n

2


oin


ips and so we let 
 = fL;Rg

n

2

{ most 
oin


ips will not be needed most of the time.

DEEP = fD

n

� tg:

For P 2 fL;Rg

t

and S � [n℄; jSj = t let

DEEP (P; S) = fthe parti
les S = fs

1

; s

2

; : : : ; s

t

g

follow P in the tree i.e. the �rst i moves of s

i

are along P; 1 � i � tg.

DEEP =

[

P

[

S

DEEP (P;S):
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                    S={4,8,11,17,25}

4

8

11

17

25

t=5 and DEEP(P,S) occurs if 

11 goes LRR...
17 goes LRRL...
25 goes LRRLR...

4   goes L...
8   goes LR...
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P(DEEP ) �

X

P

X

S

P(DEEP (P;S))

=

X

P

X

S

2

�(1+2+���+t)

=

X

P

X

S

2

�t(t+1)=2

= 2

t

�

n

t

�

2

�t(t+1)=2

� 2

t

n

t

2

�t(t+1)=2

= (n2

�(t�1)=2

)

t

:

So if we put t = A log

2

n then

P(D

n

� A log

2

n) � (2n

1�A=2

)

A log

2

n

whi
h is very small, for A > 2.

13


