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Abstract

We consider a random walk on a d-regular graph G where d — oo and G satisfies certain
conditions. Our prime example is the d-dimensional hypercube, which has n = 2% vertices. We
explore the likely component structure of the vacant set, i.e. the set of unvisited vertices. Let
A(t) be the subgraph induced by the vacant set of the walk at step ¢. We show that if certain
conditions are satisfied then the graph A(t) undergoes a phase transition at around t* = nlog, d.
Our results are that if ¢ < (1 — e)t* then w.h.p. as the number vertices n — oo, the size Ly (¢)
of the largest component satisfies Ly > logn whereas if ¢ > (1 + €)t* then Ly (t) = o(logn).

1 Introduction

The problem we consider can be described as follows. We have a finite graph G = (V, E), and a
simple random walk W = W, on G, starting at w € V. In this walk, if W(t¢) denotes the position
of the walk after ¢ steps, then W(0) = u and if W(t) = v then W(¢ + 1) is equally likely to be any
neighbour of v. We consider the likely component structure of the subgraph A(t) induced by the
unvisited vertices of G at step t of the walk.

Initially all vertices V' of G are unvisited or vacant. We regard unvisited vertices as colored red.
When W, visits a vertex, the vertex is re-colored blue. Let W, (t) denote the position of W, at
step t. Let By(t) = {Wy(0), Wy (1), ..., Wu(t)} be the set of blue vertices at the end of step ¢, and
Ru(t) =V \ By(t). Let Ay(t) = G[Ry(t)] be the subgraph of G induced by R, (t). Initially A,(0)
is connected, unless u is a cut-vertex. As the walk continues, A, (t) will shrink to the empty graph
once every vertex has been visited. We wish to determine, as far as possible, the likely evolution
of the component structure as t increases.

For several graph models, it has been shown that the component structure of A(t) = A, (¢) undergoes
a phase transition of some sort. In this paper we add results for some new classes of graphs. What
we expect to happen is that there is a time ¢*, such that if ¢ > (14 ¢)t* then w.h.p. all components
of A(t) are “small” and if t < (1 — €)t* then w.h.p. A(f) contains some “large” components. Here
€ is some arbitrarily small positive constant and the meanings of small, large will be made clear.
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1.1 Previous work

We begin with the paper by Cerny, Teixeira and Windisch [3]. They consider a sequence of n-vertex
graphs G,, with the following properties:

Al G, is d-regular, 3 < d = 0O(1).

A2 For any v € V(G,), there is at most one cycle within distance alog,; ;n of v for some
a € (0,1).

A3 The second eigenvalue Ao of the random walk transition matrix satisfies Ao < 1 — 3 for some
constant 8 € (0, 1).

bet d(d— 1) log(d — 1)
t* = . 1
@22 " W
In which case, it is shown in [3] that for ¢ < (1 — &)t* there is w.h.p. a unique giant component in
A(t) of size Q(n) and other components are all of size o(n). Furthermore, if ¢ > (1 + ¢)t* then all

components of A(t) are of size O(logn).

The most natural class of graphs which satisfy A1,A2 A3 w.h.p. are random d-regular graphs,
3 < d = O(1). For this class of graphs Cooper and Frieze [9] tightened the above results in the
following ways. (i) they established the asymptotic size of the giant component for ¢ < (1 — ¢)t*,
and proved all other components have size O(logn); (ii) they proved almost all small components
are trees, and gave a detailed census of the number of trees of sizes O(logn). Subsequent to this
work, Cerny and Teixeira [4] built on the methodology of [9] and analysed the component structure
at time t* itself. More recently, for random d-regular graphs, 3 < d = O(1), Cooper and Frieze
[10] determined the phase transition for a related structure, the vacant net, which by analogy with
vacant set, they define as the subgraph induced by the unvisited edges of the graph G. Initially all
edges are unvisited. The random walk wvisits an edge by making a transition using the edge.

In the paper [9], Cooper and Frieze also considered the class of Erdés-Renyi random graphs G,,
with edge probabilities p above the connectivity threshold p = logn/n. For G, , where p =
clogn/n, (¢ —1)logn — oo, they established that A(t) undergoes a phase transition around ¢t* =
nloglogn. For these graphs, at t_. = (1 — &)t* the size L; of the largest component cannot be
Q(n) since the vacant set has size |R(t:)| = o(n) w.h.p. On the other hand it was shown that
L1 = Q(|R(t-)|) w.h.p. More recently, Wassmer [16] found the phase transition in A(¢) when the
underlying graph is the giant component of Gy, p, p = ¢/n, ¢ > 1.

There has also been a considerable amount of research on the d-dimensional grid Z¢ and the d-
dimensional torus (Z/nZ)?. Here the results are less precise. Benjamini and Sznitman [2] and
Windisch [17] investigated the structure of the vacant set of a random walk on a d-dimensional
torus. The main focus of this work is to apply the method of random interlacements. For toroidal
grids of dimension d > 5, it is shown that there is a value t*(d), linear in n, above which the vacant
set is sub-critical, and a value of t~(d) below which the graph is super-critical. It is believed that
there is a phase transition for d > 3. A recent monograph by Cerny and Teixeira [5] summarizes
the random interlacement methodology. The monograph also gives details for the vacant set of
random r-regular graphs.



1.2 New results

In this note we consider certain types of d-regular graphs with n vertices, where d — oo with n.
Our main example of interest is the hypercube Q4 which has n = 2% vertices. The vertex set of the
hypercube is sequences {0, 1}d where two sequences are defined as adjacent iff they differ in exactly
one coordinate. In order to be slightly more general, we identify those properties of the hypercube
that underpin our results.

Given certain properties (listed below), we can show that w.h.p. the graph A(t¢) exhibits a change in
component structure at around the time t* = nlogd which is asymptotically equal to the expression
in (1). We show that if t <t_. = (1 — &)t* then w.h.p. there are components in A(¢) of size much
larger than logn, whereas if ¢ > t. = (1 4 €)t* then all components of A(t) are of size o(logn).

We use the notation Pr(W,(t) = y) and PL(y) for the probability that a ergodic random walk
starting from vertex x is at vertex y at step ¢. If ¢ is sufficiently large, so that the walk is very
close to stationarity and the starting point x is arbitrary, we may also use the simplified notation
Pr(W(t) = y). Let m, = d(v)/2m to denote the stationary probability of vertex v, where m = |E|
is the number of edges of the graph G and d(v) is the degree of v. For regular graphs, m, = 1/n.
The rate of convergence of the walk is given by

‘P:f?(y) —my| < (Wy/ﬂx)l/z)‘t7 (2)

where A = max(Ag, |\,|) is the second largest eigenvalue of the transition matrix in absolute value.
See for example, Lovasz [15] Theorem 5.1.

The hypercube Qg is bipartite, and a simple random walk does not have a stationary distribution
on bipartite graphs. To overcome this, we replace the simple random walk by a lazy walk, in which
at each step there is a 1/2 probability of staying put. Let Ng(v) denote the neighbours of v in G,
and dg(v) = |Ng(v)|. The lazy walk W has transition probabilities given by

% W=
Pv,w) = ﬁ(v) w € Ng(v) .
0 Otherwise

We can obtain the underlying simple random walk, which we refer to as the speedy walk, by ignoring
the steps when the particle does not move. For large t, asymptotically half of the steps in the lazy
walk will not result in a change of vertex. Therefore w.h.p. properties of the speedy walk after
approximately ¢ steps can be obtained from properties of the lazy walk after approximately 2t steps.
Unless explicitly stated otherwise, all future discussions and proofs refer to the lazy walk which we
will denote by W.

The effect of making the walk lazy is to shift the eigenvalues of the simple random walk upwards
so that, for the lazy walk A = X\o. For a lazy walk we define a mixing time 7', such that for all

vertices .,y

Pl) - 1| < 1}. (3)

T:min{t: 3
n n

t>1

For the lazy walk, the spectral gap is 1 — A, so using this in (2), property P1 (defined below) implies
that we can take T'= O(d’* logn) in (3). Note that we will always assume there is a lower bound
on T given by

T > Klogn, (4)

for some large K > 0.



The graph properties we assume for our analysis

Let G = (V,E) be a graph with vertex set V and edge set E. For S C V, define Ng(S) =
{weV\S: Jves st {v,w}e L}

We assume that the graph G = (V, E) is d-regular, connected, and has the properties P1-P4 listed
below. The bounds in properties P2-P4 are parameterised by the ¢ used to define L. for the
vacant set. We will point out later where we use these bounds, so that the reader can see their
relevance.

P1 The spectral gap for the lazy walk is ©(1/d’") for some constant 0 < p; < 3. This implies that
we can take T'= O(d" logn) in (3), (see [14], Chapter 12).

logn

1/5
P2 (loglogn)2/5<<d:O< n ) .

P3 For u,v € V, the graph distance distg(u,v) is the length of the shortest path from u to v in G.
Let v(u,v) be the number of neighbours w of v for which distg(w,u) < distg(u,v). Then for
all u, v such that distg(u,v) < d¢, there exists an py = O(1), such that v(u,v) < pg distg(u,v).

P4 For S C V, let e(S) denote the number of edges induced by S. If |S| = o(logn), then
e(S) = o(d|S]).

Properties P1-P4 are various measures of expansion. Our results for the structure of the vacant
set A(t) based on these properties are as follows.

Theorem 1 Let ¢ = e(n) be a function such that € > 1/logd. Let t* = nlogd and let t1. =
(1 £e)t*. Let Ly(t) denote the size of the largest component in A(t). At step t of the speedy walk,
the following results for Li(t) hold.

(a) If G satisfies P1, P2, P3, P4, and t < t_. then w.h.p. Ly1(t) > o2d/?)
Note that d¥/? can be replaced by d*¢ for any constant 0 < v < 1.

(b) If G satisfies P1, P2, P3, and t > t4. then w.h.p. Li(t) = o(logn).

We next give examples of graphs which satisfy Theorem 1(a),(b). Random regular graphs with
degree d satisfying P2 can be shown to satisfy properties P1, P3, P4 w.h.p. The hypercube Q4
satisfies P1-P4. This can be shown as follows. Property P1 is satisfied with p; = 1, as the spectral
gap for the lazy walk is 2/d (see [14] page 162). As d = logyn, P2 is clearly satisfied. For P3,
without loss of generality, let v = (0,0,...,0) and let v = (1,1,...,1,0,...,0) (k 1’s) be vertices
of Q4. There are exactly v(u,v) = k neighbours w of v which satisfy distg(u,w) < distg(u,v), so
we can take po = 1. For P4 we can use the edge isoperimetric inequality of Hart [12] which states
that the number of edges between S and V' — S is at least s(d —log, s), where |S| = s. This implies
that S induces at most (s/2)log, s edges. If s = o(d) then e(S) < (s/2)logy s = o(ds).



2 The main tools for our proofs

Given a graph G and random walk W, let T be the mixing time given in (3). For a vertex v, let
R, = R,(G) denote the expected number of visits to v by the walk W, within T steps. Thus

T
R, =) Pi(v). (5)
k=0

Note that, as P2(v) =1, R, > 1.

Our main tool is a lemma (Lemma 1) that we have found very useful in analysing the cover time
of various classes of random graphs. A more general form of Lemma 1 which originally appeared
in [6], and simplified in [7] required a certain technical condition to be satisfied. It was shown in
[8] that provided R, = O(1) for all v € V, this condition is always true. For graphs which satisfy
P2 and P3, it follows that R, =2+ O(1/d) = O(1) as required. We will prove this in Lemma 6.
The probabilities given in Lemma 1 and Corollary 2 are with respect to a random walk on a fixed
graph G.

Lemma 1 (First visit lemma) Let v € V be such that R, = O(1), Tm, = o(1) and Tw, =
Q(n=2). Let
fi(u,v) =Pr(t =min{r > T : W, (1) = v})

be the probability that the first visit to v after time T occurs at step t.

There exists

Ty
v = s 6
= R+ 0(Tm,)) (©)
and constant K > 0 such that for any uw € V', and allt > T,
Dv _
ft(u, U) = (1+O(T7Tv))7(1+pv)t+l +O(T7Tve t/KT)' (7)

a

Corollary 2 Fort > T let Ay(t) be the event that W, does not visit v at steps T, T + 1,...,t.
Then, under the assumptions of Lemma 1,

(14 0(Tmy))

Tyt + 0T me /7). ®)

Pr(A,(t)) =

The result (8) follows by adding up (7) for s > ¢. O

Remark 3 Let K > 0 as in (7) and let L be given by
L =2KTlogn. 9)
Provided p, = o(1/T) and ¢t > L then, as p, = O(m,), the bounds (7) and (8) can be written as
filu,v) = (1 + O(TT)) po e~ tPv(1+0(pv))

and
Pr(A,(t)) = (14 O(Tr,)) e P (H+0F)

respectively. For the graphs we consider m, = 1/n. From P1, T = O(df*logn) and from P2,
d = O(n/logn)'/*. Thus for p; < 3, p, = o(1/T) as required.



Contraction lemma

Let H = (V(H),E(H)) be given. Let S be a subset of vertices of H. In order to estimate the
probability of a first visit to a set S of vertices, we proceed as follows. Contract S to a single
vertex v(S). This forms a multi-graph I' = I'(H, S) = (V/, E’) in which the set S is replaced by
v = (S5). The edges of H, including loops and multiple edges formed by contraction, are retained.
For (v,w) € E(H) the equivalent edge in F’ is given as follows. If v,w ¢ S then (v,w) € E’,
whereas if v € S;w & S then (y,w) € E’. For the case v,w € S replace (v,w) € E by (vy,7) € E'.
It follows that |E'| = |E(H)|, so that my =715 = >, cg 0.

Note that if T is a mixing time for W in H, then T is a mixing time for the walk in I'. It is proved
in [1, Ch. 3], Corollary 27, that if a subset S of vertices is contracted to a single vertex, then the
second eigenvalue of the transition matrix cannot increase. Thus Ao(H) > Ao(I'). We used the
second eigenvalue \y(H) = A of the lazy walk in (2) to obtain the mixing time bound 7" in (3).
Thus T is also a mixing time bound for (3) in T. For WX u € S, the equivalent walk in T is VVWF )

If we apply Lemma 1 to « in I', the probability of a first visit to S in H can be found (up to an
additive error of O(|S|/n?) from the probability of a first visit to v in I'. This is proved next.

Lemma 4 [7/ Let H = (V(H),E(H)), let S C V(H), let v(S) be vertex obtained by the contraction
of S. Let V! =V — S+, and let T(H,S) = (V', E'). Let WX be a random walk in H starting at
u g S, and let WL be a random walk in T. Let T be a mizing time satisfying (3) in both H and T.

For graphs G = H,T', let Ag(t) be the event that in graph G, no visit was made to w at any step
T <s<t. Then

Pr(Nves Ay (1)) = Pr(A (1) + O(|S|/n?).
For graphs G = H, T, let ES(t) be the event that in graph G, the first visit to w after time T occurs
at step t, (i.e. t =min{r >T: WY(r) =w}). Then

Pr(Uses &' (1)) = Pr(&5()) + O(|S]/n?).

Proof

Note that |E(H)| = |E'| = m, say. Let W,(j) (resp. X.(j)) be the position of walk W, = WH
(resp. X, = WL) at step j. For graphs G = H, T, let P?(z;G) be the s step transition probability
for the corresponding walk to go from u to z in G.

Pr(Al(t) = > PI(@T)Pr(Xu(s—T)#v, T<s<T) (10)

TFEY

= Z(Cé(x)—l—()(l/n?’)) Pr(X,(s—T)#~, T <s<t;I) (11)
azy A

= > (PI@H)+0(1/n?)Pr(We(s —T) ¢S, T < s <t; H) (12)
xgS

= > [Pr(Wu(T)=2)Pr(Wa(s —=T) ¢ S, T < s < t; H) + O(1/n%)]
xgS

= Pr(W,(t) €S, T <s<t;H)+ O(|S|/n®)

= Pr(Nes A (1)) + O(|S|/n?). (13)



In (10), if AL(t) occurs then X,(T) # v. Given X, (T) = =, by the Markov property X,(s) is
equivalent to the walk X,(s —T). After T steps, the walk X, on I' is close to stationarity. We
use (3) to approximate P! (z;T") by 7, = d(z)/2m = 1/n in (11). The second factor in equation
(12) follows because there is a natural measure preserving map ¢ between walks in H that start at
x ¢ S and avoid S, and walks in I' that start at z # v and avoid ~.

The proof argument for &1; (t) is identical to that for Ag(t). O

We use Lemma 4 throughout the rest of this paper. Indeed most of the proofs rely on contracting
some set of vertices S to a vertex (S). In this case, although a different graph T', and different
walk X are used to estimate the probability, provided

’:;’ = O(PI‘(.AE(t)))v

the probability estimate we obtain for the walk W in the base graph H is correct. It follows from
(2) and (3) that by increasing the mixing time 7" by a constant factor we can, if necessary, reduce
the error term |S|/n? to |S|/n¢ for any ¢ > 0.

Visits to sets of vertices

Given the walk made a first visit to set of vertices .S, we need the probability this first visit was to
a given v € S.

Lemma 5 Let S = {v1,...,ux} be a set of vertices of a regular graph G, such that the assumptions
of Lemma 1 hold in G for all v € S, and also for v(S) in I'(G). Fort > T, let & = &,(t) be the
event that the first visit to v after time T occurs at step t, (i.e. t = min{r > T : W(1) =v}), and
let Eg = Upes&y. Suppose t > 2(T + L) where L = 2KT logn, where K > 0 is some suitably large
constant. Let py, be as defined by (6), (7) in Lemma 1 for the walk on G. Then forv € S

Pr(&, | &) < L (1+ O(Lxs). (14)
Pr(S)
Proof It is enough to prove the lemma for S = {u,v}, i.e. for two vertices, as vertex u can

always be a contraction of a set. Specifically, if |S| > 2 let u = (S \ {v}).

Write t ast = T + s+ T + L, where s > L. Let A, be the event that W(t) = u, but that
W(o) & {u,v} for o € [T, s+ T — 1], and that W(o) # u for o € [s + 2T,t — 1]. Contract S to
v =v(S) and apply Corollary 2 and Lemma 4 to v in [T, T + s — 1]. The probability of no visit to
Sis (1+0(T7g))/(1+ py)®. Next, apply Lemma 1 to u in [s 4+ 2T, t] = [t — L, t]. The probability
of a first visit to u at L is (1 4+ O(T'my))pu/(1 + pu)*. Thus

Pr(Ay) < (1+0(Tms))pu/((1+py)° (1+pu)"). (15)
Let B, be the event that W(t) = u but W(o) & {u,v} for o € [T,¢t — 1]. Then B, C A, and so
Pr(B,) < Pr(A,). By contracting S we have that the probability of a first visit to v (and hence
S) at step t is

Pr(B, UB,) = (1+O(Ts))ps /(1 -+ py).

As &g = B, U B, the upper bound follows from

_ Pr(B,) Pr(A,)  po
Préo |€) = prB, UBy) = Pr(BuUBy) — p, 0 T OULTs)):




3 Proof of Theorem 1(a)

To apply the lemmas of the previous section we will need to estimate R, as given by (5).
Lemma 6 If P1, P2, P3 hold, then in the lazy walk, for any v € V

() 2 !
m2e2io(4).

(ii) Suppose W(0) is at distance at least 2 from v (resp. at least 3 from v). The probability W
visits N (v) within L = O(T logn) steps is P(2,L) = O(1/d) (resp. P(3,L) = O(1/d?)).

(11i) Let C C N(v). For a walk starting from u € C, let Rc denote the expected number of returns
to C during T. Then Rc =24 O (1/d).

Proof Proof of (i). We write

T 1 T-1 1 1
k=1 k=0 wENgG(v)

where for w € Ng(v), R(w, ) is the expected number of visits to v in 7 steps by W,,.

For a lower bound, let R,(t) be the expected number of returns to v in ¢ steps and let R, = R,(T)
as usual. Then

—

T—

o R )]

<.

This is the probability that for 7 — 1 steps the walk loops at vertex w, and then moves to v, giving
R,(T — 7) expected returns to v. In t > T/2 steps PL(v) = (1/n)(1 + o(1)) (see (2), (3)). Thus if
T<T/2, Ry(T — 1) =R, — O(T/n), and

1 1 2y 1
RvZQ_W"i‘(Rv_O(T/n))ﬁ 27]@ <1_2T—k—1)‘
k=0

Assuming T > K logn (see (4)) it follows that 7271 = O(d~?2). Thus

R, >2+ % +0(1/d*) —O(T/2") — O(T/nd) = 2 + % +0(1/d?)

We next prove we can bound R(w,T) from above by

R(w,T) < R, <;+O<d2>> (16)

Let N (v) be the set of vertices at distance i from v in G, let Ng(v) = NA(v), and let R} =
MAX e N () R(w,T). By definition R(w,T) < Rj for all w € Ng(v) and

2p2 * *
< s — .
R} Z( 2d> 5 B +Z( +2d> TICREL (17)



The first summation term counts the case that for some number of steps the walk loops at a vertex
of Ng(v), or moves around in Ng(v), which by P3 has probability at most p2/2d. At some point,
the walk either moves to v, giving a R, expected returns, or moves to N%(v). In the latter case,
the second term counts moves back to Ng(v), and the third term moves to N2 (v), giving the R}
upper bound.

We next show that R = O(1/d?). To do this we couple the walk on G starting from v, and
up to graph distance ps, with a biassed random walk on the line {0,1,...,p3}, with reflecting
barriers at 0, p3. Once the walk on GG has reached graph distance p3, it either moves back towards
v immediately or at some future step ¢t < 7', in which case we continue the coupling from distance
p3 — 1; or it stays at distance at least ps until step 7" in which case there are no further returns to
v during 7" steps. To provide an upper bound Rj3, we make a worst case analysis where we assume
that, on reaching distance p3 the walk immediately moves back towards v and this is repeated T’
times.

Let X be random walk on {0, 1,..., ps}, with reflecting barriers at 0, p3, and transition probabilities
for X (i) for 0 < ¢ < p3 given by

X(i) — 1 Probability ¢ = 223
X(i+1) = X (1) Probability r = %
> R 1

X (i) +1 Probability p = :- %

Starting W = W, from z € N (v) is equivalent to starting X = X3 from j = 3. We couple W, and
X3 so that A3 is always as close to 0 as W, is to v. Let u = W, (t). If dist(v,u) > ps then we hold
X3 at ps until YW, moves back to graph distance ps — 1. Provided p3 < d° and dist(v,u) < ps, then
referring to P3, v(v,u) < paps. Thus the probability that W, (t) moves towards v is at most the
probability that X moves towards 0.

For a random walk on 0,1, ..., /¢ starting from j = 0,1, 2,...,¢ and with probabilities p, ¢, r of mov-
ing right or left, or looping respectively, it follows from XIV(2.4) of Feller [11] that the probability
m; of the walk visiting 0 before visiting ¢ is

J_ gt )
m= S <% (18)

where £ = ¢/p. Thus for X’ as given above, £ = pal/(d — 2pal), where £ = ps.

To finish the proof of (i), we choose ¢ = pg = [d°], for some £/2 < § < e. The probability m3 that
X reaches 0 before p3 is O(1/d>~3°) = O(1/d?). Once the walk X' has reached £ = p3, we restart it
at p3 — 1. As explained above, to make a worst case assumption, we repeat this process T times.
The probability X reaches to the origin before a return to p3 is given by m,,_1 = O(¢73~1). From
P1, T = O(df*logn), and we find

R} < Tmpy—1 +m3 = O(logn dPF17730=9) L O(1/d?) = O(1/d?).
For the last inequality, we used § > ¢/2 and P2 to give
d° > (loglogn)?/¢ > loglogn.

Proof of (ii). Let C = {v} U N(v). The property P3 holds in G for any vertex at distance ¢ < d¢
from v. Because moving closer to C implies moving closer to v, a vertex within distance ¢ of v



has at most pa/ neighbours closer to C. Thus the probability of a transition from NZ(v) to C' is
at most 2py/d. If the walk starts at distance 2 from v, it either loops or moves within NZ(v), or,
conditional on making a transition away from NZ(v), with probability O(2p2/d) it moves to C, and
with probability 1 — O(1/d) moves to NZ(v).

To complete the proof we use the same coupling argument as the proof of (i). Assume the walk
starts at a distance 3 from v. We define a graph ['c obtained from G by contracting the vertices
in C to a single vertex vc. As explained before Lemma 4, we can still use the same mixing time
T. If we replace v by ¢, we can still use the coupling with the random walk X on {0, 1, ..., p3}.
As moving closer to ¢ means moving closer to v, choosing p3 = [d°] — 1, it follows from P3
as outlined above that the transition probabilities are correct. By the argument of part (i), the
walk next moves to ¢ with probability at most m = O(1/d?) and to a distance p3 from y¢ with
probability 1 — O(1/d?). After this we use the argument of (i) as before. In conclusion, for a set
C C N(v) and a walk which moves away from C to a distance 2 from v, (resp. distance 3 from v)
the probability of a return to {v} U N(v) within L steps is O(1/d) (resp. O(1/d?)).

Proof of (iii). Let C C {v} UN(v). Contract C to y¢ as above. We claim that R, =2+ O ().
The 2 comes from the loop at each vertex and a factor of O(p2/d) comes from possible loops at v¢

arising from G-edges inside C. If the walk moves to NZ(v), then by (ii) the probability of a return
to C'is O(1/d). O

Analysis for t <t_.

Recall that t_. = (1 —e)nlogd. Let U denote the set of vertices unvisited by the lazy walk in the
time interval [1,2¢_.] and let Uy denote the set of vertices unvisited by the lazy walk in the time
interval [T, 2t_.]. Note that |Uy \ U| < T. Given Lemma 7 below holds, using P1, P2 it follows
that T' = o(|Up|) and thus |U| = (1 — o(1))|Up|-

Lemma 7 w.h.p.
n

|U0’ ~ dl—e’

Proof Fix a vertex v. Corollary 2 and Remark 3 tell us that

Pr(v € Up) = (1 +0 <:>> exp {—72; +0 <tn‘;> } + O(e-t-</T)), (19)

By Lemma 6, R, =2+ 2 + O (%) This gives Pr(v € Uy) ~ d'~¢ and thus

n

Now consider a pair of vertices v, w at distance 5 or more in G. Let I'y,, be obtained from G by
contracting v, w to a single vertex v,,. Referring to Lemma 4 we have

Pr(v,w € Up) = Pr(Al (2t_.)) + O(1/n?). (20)

Working in Ty, it follows more or less verbatim by using the arguments of Lemma 6(i) that
R, ,=2+ % + 0 (d%) As v, w are sufficiently far apart, only minor modifications are needed for

the analysis of X'. Thus
2 _ 1+0 1 € + L (21)
Ry, d? R, R,/
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Similarly to (19), from Corollary 2 and Remark 3, with 7, = 2/n, and p,, = (14+0(T'/n)) 2/(nR,,,)
we find that

T 2 2t_ t_
Pr(Al N=1 - _ £ £ ~Qt—</T)y
r(A, . (2t—)) < +0 <n)> exp { T +0 < = ) } +O(e ) (22)
Using t_. = (1 — ¢)nlogd in (22) it follows from (20) and (21) that

logd
a2

Pr(v,w € Up) = <1 +0 < >> Pr(v € Up) Pr(w € Up) + O(1/n?). (23)

We prove concentration using Chebychev’s inequality. This states that for a random variable X
with finite mean p and variance o2, then for k > 0,
Pr(|X —pu| > k) < o?/k%

Let X, be the indicator for v,w € Uy. Let S be the set of pairs of vertices at distance at least 5,
and let S’ be the set of distinct pairs at distance at most 4. Then

EU*=EUl+ > EXpw+ >, EXu
(v,w)es (v,w)es’

log d
<E|U| + <1 +0 < 052 >) E|Up|? + O(d* E |Up)).

The second term on the second line follows from (23). The third term uses the observation that
there are O(d*) vertices at distance at most 4 from a given v € Uy. Thus

logd
= E|U0|2> )

Var(|Us|) = O(d* E |Up|) + O <

From P2 we have that d* = o(E |Up|). Thus for some w tending to infinity

E |Uy| wlogd wd*
— < < = .
Pr (HU{)‘ E |Uy|| < Vo ) _O( pE ) +O<E|Ug| o(1)

a

Lemma 8 A vertex is bad if it has fewer than d°/2 neighbours in U. Let B denote the set of bad
vertices. Then w.h.p. |B| < ne=%/10,

Proof Fix a vertex v and denote Ng(v) by W = {wi,ws,...,wq}. Let X = |W NU|. In the
proof of Lemma 7 we showed that for a given vertex z, Pr(x € U) =p ~ d=1=9), Thus EX ~ d¢
and if X was distributed as Bin(d,p) then it would follow from Hoeffding’s inequality that

Pr(X < idf) < e ), (24)
2

The bound (24) is our target. We establish it is true, in spite of X not having a binomial distribution.
For SC W, let Ag = {WNU=W)\ S}, ie. exactly the vertices S of W are visited by the walk.
So,

Pr (X < 1d5> = Zd: > Pr(Ag) (25)
=9 S)-

D=d—d=/2 SCW
|S|=D

11



If Ag occurs then there is a sequence of times t = (tg = 1 < t; < to--- <tp < tpy1 = 2t_.) and
a bijection f : S — [D] such that for x € S there is a first visit to w, at time t7.,). Let B(S,t)
denote this event. For a sequence t, let ®(t) = {3 : |t;+1 — t;| < L}, where L = 2KT logn is given
by (9). Let T, = {t : |®(t)| = h}|. For h > 0, let

Sp=Y_ Pr(B(S,t

teTh

Then,
D
r(As) €3 i (26)
The main content of the proof of this lemma will be to establish that

Pr(Ag) = O(1) (€—2pt—s)(d—D) (1- e—2pt_s)D' (27)

Given (25) and (27) we see that

Pr <X < ;d5> =0(1) Z (g) (e—zptﬁ)(d—D) (1- 6_2pt75)D

D>d—ds /2

The expected value of Bin(d, e 2P!=<) is d°(1 + o(1)), so from the Hoeffding inequality,
Pr (X < ;d5> =0 ().
Thus the expected number of bad vertices is
E|B|=0 (n e_dE/S) ,
and the lemma follows from the Markov inequality.
Proof of (27). We begin with Sy. Our upper bound for Sy will contain some terms that should

properly be assigned to some Sy, h > 0, but this is allowable as we proving an upper bound. We
repeat this warning below. Let

1
T ero)n (2%)
then we have
y i —ti—1
e m—
1+ 0(Td/n) st
<(1 + (d — D)p)2t-=—t (e )> . (29)

Proof of (29). Assume for the moment that S = {wi,...,wp} and that f(w;) = i for i =
1,2,...,D. Let A; = {wi,wit1,...,wp} for i =1,2,...,D. We assign times ¢1,ta,...,tp to S in
D! ways. Now consider a term

(14+0(T/n))p + o= (titi1)/T)y

T4 (d—i+1)p)hit (30)
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We claim this is an upper bound for the probability that there were no visits to w;, ..., wg during
[ti—1+T,t;—1] followed by a first visit to w; at ¢;. If so, it is also an upper bound for the probability
there is no visit to wy, . .., wy during [t;—1 + 1, ¢; — 1] followed by a visit to w; at ¢;. This bound hold
regardless of the first ¢;_; steps of the walk. In fact this bound allows for visits to w;, wit1,...,wq
during the time interval [t;—1 + 1,¢,—1 + T — 1]. This is allowable as ¥; is an upper bound. Thus
some terms properly attributed to S, h > 0 are overcounted.

To prove (30), define a graph I'4, obtained from G by contracting the vertices in A; to a single
vertex 74,. The mixing time 7" does not increase, as explained above Lemma 4. By Lemma 1, the
probability a first visit to v4, in [t;—1 + T, ¢;] occurs at t; can be written as (d — ¢ + 1)¥;. Given a
first visit has been made to A;, we need to upper bound the probability of the event &, that this
first visit was made to a given v € A;. Lemma 5 gives the answer as

P 1
Pr(&, | €x;) < o (L+0(Ld/n)) = (1 + O(/d)) 5

To obtain the right hand side above, we used 7(4,) = (1 +O(Td/n))(d — i+ 1)/n and Ry, R, =
2 4+ O(1/d),which follows directly from Lemma 6(i),(iii). This establishes (30).

(1+(:_rg()g2/£)ftp + o(e~U(t===tp)/T)) bounds the probability that

the vertices in {wp41,...,wy} are not visited in the interval [tp,2¢_c]. This follows directly from
Corollary 2.

The final term in (29), given by

End of proof of (29).

The next step is to evaluate (29). Considering (30), the term (1+(d_i+113)p)ti_ti—l = Q((1/n)elti—ti-1)/n),

whereas the term o(e=((ti=ti-0)/Ty = g(e(ti=ti-1)/T) " As t; —t; | > L = KT logn the latter term
can be absorbed into the O(d™!) in the definition of p. Furthermore,

1 d?
= —(d—i+)p+0(—=)¢.
1+ (d—i+1)p exp{( i+ p+ <n2>}
Noting that
D+1
> (d—i+1)(ti—ti1) = (d— D)tpsr + (tr + - +1p),
=1

we can write

D41
So<2Dip” Y exp {—P D (d—i+ 1)t — ti—l)}
i=1

t1<to--<tp

D
= 2D!pDe*2(d*D)pt‘E Z exp {—p Z t; }
i=1

t1<te--<tp

2. D
< 26—2(CI—D)pt_‘f <p Z e—pt)
t=1

2%, D
t=0

= 3¢ 2(d=D)ptoc(] _ o=2l-c)D (31)
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We next show that S1,S5....,5p are not much larger in total than Sj.

We say a visit to vertex w is T'-distinct, if it occurs at least T steps after a previous T-distinct visit,
or from the start of the walk. Thus if W(t) = u, and this visit is T-distinct, the next 7T-distinct
visit to u will be at the first step s > ¢ + T such that W(s) = u. Once a T-distinct visit has taken
place, several secondary wvisits to the vertex w may occur within the next T — 1 steps, and thus
before the next T-distinct visit. We will consider such secondary visits separately in our proof.

We consider the case t; — t;_1 < L in two parts, namely ¢;, — ¢, 1 < T, and T < t; — t;_1 < L.
The first case is for secondary visits, and the second case close (together) visits. These require a
separate analysis.

Given t = (t1,...,tp) for arbitrary D < d, let Z > D —k be an upper bound on the total number of
secondary visits to W = N (v) occurring as a result of k& < D first visits to W which are T-distinct.
Let No(v) denote the set of vertices at distance 2 from v. Then

where N; are the number of secondary visits to W = N(v) (i.e. returns to W via {v} U Na(v))
which occur during [t;,t; + T], i =1, ..., k.

The values of N; are independent and geometrically distributed with failure probability O(1/d).
From W = N(v) the particle moves to {v} U N(v) with probability O(1/d), (this follows from P3).
Otherwise the particle moves to distance 2 away from v with probability 1 — O(1/d), and we can
use the value of P(2,T) = O(1/d) from Lemma 6(ii). For any D < d, the probability P(¢) of at
least ¢ secondary visits is

- (771 () = (242) = (22 e,

on choosing ¢ = d°/100. Provided € > 1/logd, the probability of at least d/100 secondary visits
to W is o(e™%).

We next consider close together visits. For convenience, replace D by D' = D — Z i.e. remove any
entries in t corresponding to secondary visits. Let h count those T-distinct first visits which are
close together i.e. T < t; —t;_1 < L. After t > T steps, the distribution of the walk is close to
stationary, so the probability that the walk is within distance 2 of vertex v is O(d?/n). If the walk
is at least distance 3 from v, by Lemma 6(ii) the probability of a visit to W = N(v) in L steps is at
most P(3,L) = O(1/d?). It follows that, independently of any previous ones, each close visit has
probability O(d?/n) + O(1/d?) = O(1/d?), assuming d = o(n'/*) (see P2).

To bound S}, we note that the remaining kK = D — h first visits are ‘well spaced’ i.e. L <t; —t;_1.
There are (D h 1) ways to assign the h ‘close together’ events to the k = D — h ‘well spaced’ ones.
To do so, we choose an allocation nq,ns,...,n; > 0 such that ny + no + -+ ni = h.

Note that Sy = Sp(D) so changing D to D — h, for h > 1, from (31) we have

$1(D) < So(D — 1) <D; 1) <O§§))h < 5(D) <1 fipf;;s)h (O;df))h < 5(D) (O(i5)>h-

(32)
The value of p is from (28), and t_. = (1 — ¢)nlogd. Inequality (32), along with (31) completes
the proof of (27), and the lemma follows. O
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We can now easily show that w.h.p. at time 2¢_., there is a component of size much larger than
log n.

Lem/ma 9 W.h.p. the graph induced by unvisited vertices contains a component of size at least
Q(ds 2)
e .

Proof Let ng =

Sed /27;(16/2d1 . We begin by greedily choosing vy, va,...,vn, € U such that
e —€ —E&
d

v;, vj are at distance greater than d€/2. This is easily done, because there are 1+ ((11) + (2) 4+ -+
(dfl/z) < 2(d€d/2) < 2(ed'~¢/ Z)dE/2 vertices within distance d*/? of any given vertex. Having chosen
Sgi=F — 2k(edl_5/2)d6/2 > 0 choices for vg,1. For
each 7 let V; denote the set of vertices within distance de/? of v;. The V; are disjoint and so from
Lemma 8 there are w.h.p. at least ng — ne~% /10 > 0 indices ¢ such that V; N B = 0.

v1,V2,. ..,V k < ng, there will w.h.p. be at least

Choose 7 such that V; N B = (). From v; we can do breadth first search, but only including vertices

in U. If L, denotes the rth level of this search where Ly = {v;} then we see that |L,41| > ng(lf;g)_
Thus V; contains a component of size at least
d=/?/2
Z/ <d5/2) 1 _ eﬂ(ds/Z)
o\ i) (2p2)
O

4 Proof of Theorem 1(b)

Let
_ 2logn

= = o(l .
elogd o(logn)

We will show that w.h.p. there is no component of size s or more at time t > 2t,. in I'(¢), with
respect to the lazy walk.

Lemma 10 For v € V there are at most (ed)*~! sets S such that (i) v € S, (ii) |S| = s and (iii)
G|[S] is connected.

Proof The number of such sets is bounded by the number of distinct s-vertex trees which are
rooted at v. This in turn is bounded by the number of distinct d-ary rooted trees with s vertices.
This is equal to (‘is)/((d —1)s + 1), see Knuth [13]. ]

We fix a set S of size s that induces a connected subgraph of G. To estimate the probability that
S is unvisited at time ¢ > 2¢t,. we contract S to a vertex g as in the proofs of Lemmas 7 and 8.
We need to estimate the probability that g is unvisited by a lazy random walk on the associated
graph I'g during the time interval [T, 2¢,.]. For this we need to prove

Lemma 11 R, =2+ o(1).

Proof Let e(S) denote the number of edges contained in S. It follows from P4 that e(S) =
o(ds). This means that g has degree ds, of which o(ds) comes from loops associated with internal
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edges of S. It then follows that when the walk on I'g is at g then it leaves g with probability
% —o(1). It is then straightforward to use the argument of Lemma 6 to finish the proof of the
lemma. O

Using Lemma 10 and Lemma 11 we see that if p, = % then

14+ O(T's/n)) 2. —Q(ty/T)
(T ppyiee O

S 2n(€d . 6_(1_0(1))(1+€) logd)s

Pr(there exists a component of size s) < n(ed)** (

< 2nd =253 = o(1).
O
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