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Surface growth, i.e., the addition or removal of mass from the boundary of a solid body, occurs in a wide range
of processes, including the growth of biological tissues, solidification and melting, and additive manufacturing.
To understand nonlinear phenomena such as failure and morphological instabilities in these systems, accurate
numerical models are required to study the interaction between mass addition and stress in complex geometrical
and physical settings. Despite recent progress in the formulation of models of surface growth of deformable
solids, current numerical approaches require several simplifying assumptions.

This work formulates a method that couples an Eulerian surface growth description to a phase-field approach.
It further develops a finite element implementation to solve the model numerically using a fixed computational
domain with a fixed discretization. This approach bypasses the challenges that arise in a Lagrangian approach, such
as having to construct a four-dimensional reference configuration, remeshing, and/or changing the computational
domain over the course of the numerical solution. It also enables the modeling of several settings — such as
non-normal growth of biological tissues and stress-induced growth — which can be challenging for available
methods.

The numerical approach is demonstrated on a model problem that shows non-normal growth, wherein growth
occurs by the motion of the surface in a direction that is not parallel to the normal of the surface, that can occur
in hard biological tissues such as nails, horns, etc. Next, a thermomechanical model is formulated and used to
investigate the kinetics of freezing and melting in ice under complex stress states, particularly to capture regelation
which is a key process in frost heave and basal slip in glaciers.

1. Introduction
Surface growth is the addition (accretion) or removal (ablation) of mass from the boundary of a solid body. Numerous natural and
engineering processes involve interactions between surface growth and stress, and this interaction plays a major role in both the
mechanisms of surface growth as well as the development of stresses within the growing deformable solid body. Notable examples
include the melting and refreezing of glacial ice, where thermomechanical stresses give rise to crack (crevasse) propagation
[CRA+16] and basal pressure melting and regelation [CP10]; additive manufacturing, where thermomechanical stresses introduce
residual stress and distortion in printed objects [FWRS18]; electrochemical deposition in batteries, where instabilities and dendrite
growth can be significantly influenced by external pressure [YTP+18]; stress-induced growth of biological tissues [AG07]; and
cell motility [SBSM24].

A continuum description of surface growth requires a time-evolving set of material particles, in which both the current and
reference configurations of the growing body are evolving in time. This feature presents significant challenges both in terms of
formulating the problem within the framework of continuum mechanics and in devising numerical methods to solve it.

Prior Work on Formulation of Surface Growth.Solid mechanics typically uses the Lagrangian description, i.e., material particles
are labeled by, and the deformation is computed using, the locations of the material particles in the reference configuration. This
description is convenient when the set of material particles remains constant, which is not the case when dealing with surface growth
phenomena. The extension of Lagrangian approaches to problems of surface growth typically include a time-evolving reference
configuration, to incorporate the history of particle attachment to the object [Ate07, HP10, TCA16, SY17, AAAC19, PY23]. This
introduces significant complexity but does allow for the use of standard methods to compute the deformation gradient F that is
required for the stress response. In the limit of infinitesimal deformations, the reference configuration can be approximated with
the current configuration, making the formulation of surface growth less challenging [Nau94, KBWS08], but this is obviously
limited in applicability.

An alternate approach to surface growth is the use of Eulerian-based approaches [NWD21, GG18], that work directly with the
current configuration and bypass the direct definition of the reference configuration, e.g. [Cla13, Cla19]. However, this raises
the challenge of computing the deformation gradient F — that is required for the stress response — when we do not have an
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explicit description of the reference configuration. In our previous work, our approach to this problem was composed of 2 key
elements [NWD21, NWD22]. First, we use an evolution equation for F that is posed in the current configuration, following
[LW01]. Second, we introduced a new kinematic descriptor, the elastic deformation, Fe, that accounts for the part of F that
causes stress. Using these elements together, we can completely eliminate F from the formulation in favor of Fe, where the
time-evolution of the latter is governed by a transport-type PDE. The key advantages of using Fe are: first, it is not constrained to
satisfy the compatibility constraint, unlike F ; and, second, for the material particles that are being attached to the body during
surface growth, the reference configuration — and consequently F — are not well-defined quantities, whereas the stress — and
consequently Fe — are well-defined.

All of these elements provide an approach wherein we can compute the stress and deformation of a growing body without
explicitly computing or using the complex reference configuration. Unlike previously-developed Lagrangian approaches, this
approach is not limited by model-specific assumptions required for extending the reference configuration; a detailed comparison
of this method with some of the available Lagrangian methods is discussed in [NWD22].

Prior Work on Numerical Methods. Developing the formulation and numerical modeling of the thermomechanics of surface
growth continues to be an active area of research, e.g. [PY24, LC24]. Recently, [vSAAGC21] developed a Lagrangian finite
element (FE) method to study surface growth based on the chemo-mechanical growth formulation developed in [AAAC19]
for simple geometries with uniform growth velocity. A challenge in this approach is that the Lagrangian formulation requires
potentially-expensive extension and remeshing of the computational domain at each timestep. Further, in fluid-solid interaction
problems as well as situations where solids experience very large deformation — e.g., at high rates — standard Lagrangian
methods are often fail because of the extreme mesh distortions [Zuk04, AJ87, Ben92].

To address these challenges, several Eulerian [vHSB94, Dun06, KRN12, KN09, SIT+11, MC01, LW01, OKK07] and hybrid
Eulerian/Lagrangian [HPZ01, dVNSW20, BLME14, MD24, MKZ+19] numerical methods have emerged. However, we highlight
that these methods consider problems in which the set of material particles in the solid is preserved in time, and hence they are
based on convecting material points or using the mapping between the current and reference configuration. Consequently, they are
not applicable to modeling surface growth problems involving evolving sets of material particles. Recently, [BP21] extended a
combination of the Arbitrary Lagrangian-Eulerian FE method and the updated Lagrangian method [BLME14] to study surface
growth for discrete accretion of material using a moving mesh, but are restricted to the case that the added material is stress-free.

Contributions of This Paper. In this paper, we focus on developing a fully-Eulerian FE framework based on the formulation
developed in [NWD21] to numerically simulate surface growth for arbitrary growth velocity, geometry, and stress state of the
added material (but neglecting the effect of inertia). We exploit the advantage of an Eulerian formulation to solve the governing
equations on a fixed computational domain with a fixed discretization. This requires the use of a domain larger than the initial
body to contain the growing deformable solid body in the computational domain for the entire time interval of interest. Therefore,
we use a phase function to distinguish the solid body from the rest of the computational domain, following ideas that have been
used extensively in the numerical simulation of multiphase problems, e.g. [OF05, TSH07, HRL99].

We apply the numerical method to study 2 examples. First, we demonstrate model simulations of “non-normal growth”
[SDM+82, SFH97], observed in several hard biological tissues such as horn and nail. Here, growth occurs at a fixed surface
and the generating cells that push the growing material outward are not aligned with the normal vector of the surface [SFH97].
Hence, the growth of a stress-free material in a non-normal direction is observed. However, conventional interface-based methods
use only the normal interface velocity and cannot directly simulate non-normal growth; we use the elastic deformation to model
non-normal growth by applying a pre-stress to the accreted material that drives shear as the pre-stress relaxes.

Second, we develop a thermomechanical extension of the phase-field model to study stress-induced melting and refreezing (i.e.,
regelation) in ice, based on ideas from [AK06, PF90, HRL99, FG94, AD15a, AD15b, AS22]. The typical approach to studying
this phenomenon is by using the Clausius-Clapeyron relation, which relates the melting temperature to the hydrostatic pressure in
the solid. However, the Clausius-Clapeyron relation is difficult to incorporate in a consistent thermomechanical setting, wherein
the stress is obtained from solving the field equation of momentum balance and is hence typically not hydrostatic [SC04, SGRD23].
The free energy approach does not require the explicit use of the Clausius-Clapeyron relation, but it is instead an outcome of
the formulation of the free energy, the balance laws, and a kinetic law. This approach is consequently applicable to realistic
problems with spatially-varying non-hydrostatic stress fields. The problem of regelation also involves both fluid and solid phases
with transformations between the phases in both directions; the deformation of the fluid phase would, in general settings, be
exceptionally challenging for a Lagrangian formulation.

Organization. Section 2 summarizes the Eulerian formulation of the surface growth problem developed in [NWD21]. Section 3
develops the numerical method to solve the quasi-static growth formulation. Section 4 uses the method to demonstrate non-normal
growth, motivated by observations in some hard biological tissues. Section 5 formulates a thermomechanical model of the
ice-water phase transformation, and demonstrates stress-driven melting and refreezing using the example of the passage of a wire
through a block of ice without splitting it [Bot72].
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2. Formulation of the Growth Problem
We model the process of surface growth through the introduction of sources of mass and linear momentum that are localized on
the growing surface, following [NWD21]. To define the source terms, we specify the rate of addition of mass per unit area M and
linear momentum per unit area P . Accretion is modeled by M > 0 and ablation by M < 0 (Fig. 2). From these quantities, we
can infer the velocity (or specific momentum), va := P /M , of the added material at the instant of attachment. We assume that
the added particles do not carry angular momentum, such as due to individual particle spins; therefore, the balance of angular
momentum provides only the standard result that the Cauchy stress must be symmetric.

Notation. All integration and differentiation operations, e.g., divergence and gradient operators, are with respect to spatial
coordinates unless explicitly noted. σ is the Cauchy stress; ρ is the mass density; v is the particle velocity; b is the body force; and
Vb is the velocity of the growing surface.

2.A. Balance Laws

∂DΩ

n̂

m̂

∂D

∂Dgi

∂Dci

∂Ω

Ωg

R

Ωc

Dg

Dc

R = Ωg ∪Ωc, Ωg ∩Ωc = ∅
D = Dg ∪Dc, Dg ∩Dc = ∅
∂Dg = ∂DΩ ∪ ∂Dgi , ∂DΩ ∩ ∂Dgi = ∅
∂Dc = ∂DΩ ∪ ∂Dci , ∂DΩ ∩ ∂Dci = ∅
∂D = ∂Dci ∪ ∂Dgi

n̂: unit outward normal to Ωg

m̂: unit outward normal to D

Figure 1. Schematic of a growing body Ωg and the ambient exterior Ωc. The balance equations are derived using the arbitrary subdomain D.

We use the Eulerian description to avoid explicitly introducing a time-dependent reference configuration with a time-dependent
set of material points. The balance laws are completely standard, and the main difference is the presence of source terms in the
jump conditions at the growing surface. The source terms can be understood as a coarse-grained approach to treating the complex
process of growth without considering any of the details but only specifying it in terms of net mass, momentum, and energy
transfer at the boundary. Further, when the ambient environment outside of the body at the growing surface has a negligible effect
on the mechanics of the body, the domain now involves only the solid body and the jump conditions become boundary conditions
(Section 2.A.3).

Figure 1 is a schematic that defines our notation. The domain R(t) consists of the growing body Ωg(t) with boundary ∂Ω(t),
and the ambient exterior Ωc(t) = R(t) \Ωg(t). An arbitrary subdomain D(t) inside R(t) will be used to find the local forms of
the balance laws; when D(t) intersects ∂Ω(t), we will obtain the jump conditions. The singular source terms due to growth
will be localized on ∂Ω. We further choose D such that its boundary velocity is equal to the particle velocity at the boundary;
therefore, there is no flux at the boundary of D except due to growth.

We use JαK := αg − αc to denote the jump operator, where αg and αc are the limits of the discontinuous variable α when
approaching the surface of discontinuity from within Dg and within Dc, respectively.

2.A.1. Mass Balance
When D does not intersect ∂Ω, the balance of mass has the form:

d

dt

∫
D

ρ dV = 0 =⇒ ∂ρ

∂t
+ div(ρv) = 0
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However, if D intersects ∂Ω, the total mass inside D is not constant. The rate of addition of mass is M , and therefore, the mass
balance equation is:

d

dt

∫
D

ρ dV =

∫
∂DΩ

M dA (2.1)

Following, e.g., [Abe12], gives the jump condition at the singular surface:

Jρ(Vb − v) · n̂K = M on ∂Ω (2.2)

2.A.2. Momentum Balance
When D does not intersect ∂Ω, the balance of momentum has the form:

d

dt

∫
D

ρv dV =

∫
D

ρb dV +

∫
∂D

t dA =⇒ ∂

∂t
(ρv) + div(ρv ⊗ v) = ρb+ div(σ) (2.3)

using t = σm̂, where t is the traction vector, σ is the Cauchy stress tensor, and m̂ is the unit outward normal to ∂D (Figure 1).
If D intersects ∂Ω, the material added due to growth can also transport momentum, given by P̂ = M v̂a per unit area of the

singular growth surface. The balance law is then given by:

d

dt

∫
D

ρv dV =

∫
D

ρb dV +

∫
∂D

t dA+

∫
∂DΩ

M v̂a dA (2.4)

The corresponding jump condition is:

Jρv((Vb − v) · n̂)K + Jσn̂K = M v̂a at ∂Ω (2.5)

Applying the balance of angular momentum when D does not intersect with interface provides the standard result that σ
must be symmetric. When D includes the growing surface, the contribution to the angular momentum from the added material
is x × (M v̂a); however, this is simply (x × (2.4)). Hence, the balance of linear momentum implies the balance of angular
momentum when the sources are considered. We note that we have ignored the situation when the added material carry intrinsic
angular momentum, e.g., due to individual particle spins.

2.A.3. Neglecting the Exterior Ambient Environment
When the ambient environment outside of the growing body has a negligible effect on the mechanics of the body, the problem can
be significantly simplified. In particular, the domain of the problem now involves only the growing solid body, and the jump
conditions become boundary conditions on ∂Ω:

Mass: ρ(Vb − v) · n̂ = M ⇐⇒ Vb · n̂ = v · n̂+
M

ρ
(2.6)

Momentum: ρv(Vb − v) · n̂+ σn̂− tb = Mva ⇐⇒ σn̂ = M(va − v) + tb (2.7)

where tb is the traction due to the external forces at the boundary of the growing body, and we have used M = ρ(Vb − v) · n.

Following [SFH97], we define the growth velocity vg at the boundary such that vg · n̂ =
M

ρ
, and hence (2.6) can be written as

Vb · n̂ = v · n̂+ vg · n̂. We notice here that only the normal components of Vb and vg are of physical significance.
In the case of slow growth, the inertial terms ρv(Vb − v) · n̂ and M v̂a are negligible relative to σ, and the traction boundary

condition reduces to σn̂ = tb.

2.B. Kinematics: Evolution of the Elastic Deformation

The stress response of solid materials generally requires knowledge of the deformation gradient F =
∂χ

∂X
(X, t), where X is the

location in the reference configuration of a material point that is undergoing the motion x = χ(X, t). To find F , we adapt the
approach from [LW01] that uses the following first-order linear transport/advection equation that governs the time-evolution of F .
We can write the material time derivative of F as:

∂F (X, t)

∂t
=

∂

∂t

∂χ(X, t)

∂X
=

∂

∂X

∂x

∂t
=

∂v

∂X
=

∂v

∂x

∂x

∂X
= (∇v)F (2.8)

⇒ Ḟ = ∇vF (2.9)
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ρ,v

v∆t

v∆t

Ablation M∆t < 0

Growing body at time t

Growing body at time t+∆t

Accretion M∆t > 0

Figure 2. A schematic of the evolution of a growing body in a small interval of time ∆t. The spatial location of the growing boundary depends
on the growth velocity and the continuum particle velocity at the boundary.

where ġ represents the material time derivative of a quantity g. Writing this in Eulerian form, we have:

∂F (x, t)

∂t
+ (v · ∇)F = (∇v)F (2.10)

For well-posedness of (2.10), we require that boundary conditions be imposed at inlets, where the transport velocity points into the
domain, but not at outlets, where the transport velocity points out of the domain [Tra09, NWD22]; these correspond to accretion
and ablation, respectively. This introduces a key difficulty in directly using (2.10): F must satisfy kinematic compatibility, and it
is not clear to us how to prescribe the boundary conditions to satisfy this constraint at all times. Further, while (2.10) preserves
the compatibility of a field in time as it evolves, it is not clear to us how to construct a numerical approximation method that is
guaranteed to similarly preserve compatibility.

To avoid the difficulties associated with satisfying kinematic compatibility, we begin by noticing that the stress state of the added
material, denoted by σ∗, is a well-defined and physically-meaningful quantity, whereas the deformation gradient F corresponding
to σ∗ can be chosen for convenience by appropriately defining the reference at the time of attachment. Hence, we introduce two
kinematic fields: (1) Frelax to quantify the stress-free shape of the added particles; and (2) Fe := FF−1

relax to quantify the elastic
deformation, with σ∗ = σ̂(Fe), where σ̂(·) is the stress response function of the added particles. We will, in essence, define the
reference configuration of the added particles through Frelax to ensure that we satisfy the kinematic compatibility of F .

Substituting F = FeFrelax in (2.10), we find the equation governing the evolution of Fe(x, t)
1:

∂Fe

∂t
+ (v · ∇)Fe = (∇v)Fe (2.11)

That is, Fe satisfies the same transport equation as F , but with the important advantage that Fe has no kinematic compatibility
requirements. This makes the treatment of boundary conditions simple and direct, as opposed to grappling with issues of
appropriate boundary conditions for (2.10) that preserve kinematic compatibility. We therefore use Fe as the primary kinematic
descriptor, and solve (2.11) instead of (2.10). The boundary condition at the growing boundary with M > 0 is Fe = σ̂−1(σ∗)2.
No boundary conditions on Fe are needed at the ablation boundaries (M < 0).

2.C. Constitutive Response
To solve the balance laws in Section 2.A, we need to relate the stress in the growing body and the added material to the kinematic
variables. We use the framework of hyperelasticity, wherein the Cauchy stress tensor σ only depends on the deformation gradient
F , and a scalar strain energy density function per unit mass Ŵ (F ) can be defined, such that:

σ = ρ
∂Ŵ

∂F
F T (2.12)

1 We have assumed that there is no inelastic deformation in the material after it is attached to the body, which implies that Frelax is constant in time for each

material particle, i.e.,
∂Frelax

∂t
+ (v · ∇)Frelax = 0; [NWD21] discusses the more general case where Frelax can evolve in time.

2 We assume that the stress response is invertible; however, from frame indifference, it can, at best, be invertible only up to a rotation. We can make any convenient
choice for the unconstrained rotation.
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Since the primary kinematic descriptor in this model is Fe, we can redefine the elastic energy in terms of Fe, and let
W (Fe) = Ŵ (F ), such that:

σ = ρ
∂W

∂Fe
F T
e (2.13)

In all the problems considered in this paper, we use a compressible neo-Hookean material with the following strain energy
function:

W (F ) =
µ

2

(
tr
(
F TF

)
− tr (I)− 2 log det (F )

)
+

λ

2
(det (F )− 1)

2 (2.14)

where λ and µ are the Lame parameters. We use the neo-Hookean energy because it provides a simple yet nonlinear energy

function. We have that W (I) = 0 and
∂W

∂F

∣∣∣∣
F=I

= 0.

2.D. Model Summary
In summary, our formulation models surface growth in hyperelastic materials by solving the coupled balances of mass and linear
momentum, and the transport of elastic deformation, together with the appropriate boundary conditions and constitutive response
(2.13). We use Ωs to denote the growing solid body; Γg to denote the growing boundary of the solid with M > 0; Γr to denote the
growing boundary of the solid with M < 0; Γ0 to denote non-growing part of the boundary (M = 0), where ∂Ωs = Γg ∪Γr ∪Γ0.
Further, we use Γu to denote the boundaries where the velocity u0 is specified; and Γt to denote the boundaries where the traction
tb is specified, with ∂Ωs = Γu ∪ Γt.

The balance of mass and the corresponding boundary condition read:

ρ̇ = −ρdiv(v) on Ωs, with (2.15)

Vb · n̂ = v · n̂+
M

ρ
= v · n̂+ vg · n̂ on ∂Ωs (2.16)

The balance of momentum and the corresponding boundary condition read:

v̇ =
1

ρ
divσ + b on Ωs (2.17)

v = v0 on Γu, σn̂ = M(va − v) + tb on Γt (2.18)

The transport of elastic deformation and the corresponding inlet boundary conditions read:

Ḟe = (∇v)Fe on Ωs (2.19)
Fe = σ̂−1(σ∗) on Γg (2.20)

We have used superposed dots to denote the material time derivative, i.e., ȧ :=
∂a

∂t
+ v · ∇a.

Remark 2.1 (Quasistatic simplification). In several surface growth processes like additive manufacturing and solidification in
glaciers, material addition is very slow and inertial forces are negligible compared to the stress. Therefore the inertial terms in the

momentum equation, i.e.
Dv

Dt
in (2.17) and M (va − v) in (2.18), can be neglected.

3. Numerical Method
In this section, we present the formulation of the numerical method. Specifically, given the equilibrium density, elastic deformation,
and the spatial domain occupied by the body at some discrete timestep, we aim to update these quantities, under the action of
growth and mechanics, to their values at the next timestep.

Our method is implemented in Firedrake [HKM+23], an open-source FE library, and the link to the code is provided at the end
of the paper. We use a continuous Galerkin polynomial interpolation for the displacement, elastic deformation, density, and phase
function. Although only 2-d examples are considered in this paper, the approach is readily extendable to 3-d.

This section is organized as follows:
• In Section 3.A, we provide definitions of the key quantities.
• In Section 3.B, we introduce a phase indicator function ϕ that implicitly tracks the shape of the growing solid body, and

discuss its evolution and an associated regularization scheme.
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• In Section 3.C, we discuss the incremental solution of the quasistatic hyperelastic problem that represents the balance of
momentum.

• In Section 3.D, we discuss the evolution equations for mass (2.15)-(2.16) and elastic deformation (2.19)-(2.20). The overall
approach is to split the equations into source and transport contributions and solve them separately [OKK07].

• In Section 3.E, we discuss the time-stepping scheme that accounts for both growth and mechanics.
• In Section 3.F, we summarize the overall method that brings together the components above.

3.A. Preliminary Definitions
The numerical method aims to evolve from one discrete time-step t = tn to the next time-step t = tn+1 := tn +∆t. Specifically,
we are given the shape of the body, the spatial density distribution ρ, and the spatial elastic deformation distribution at equilibrium
Fe, and we describe how to find these quantities at the next time-step. To perform this time-stepping, we decompose the evolution
such that we solve separately for growth and mechanical equilibrium. That is, we consider the evolution of these quantities driven
exclusively by growth and driven exclusively by mechanics (Fig. 3a). When we consider evolution driven by growth, we focus
exclusively on the accretion and ablation of material particles without considering that the system is not in mechanical equilibrium;
and when we focus on mechanics, we keep the set of material particles fixed and solve for mechanical equilibrium using the
balance of momentum.

This leads to the following definitions:
• We denote by Ωr the reference configuration; while we never construct the reference numerically, it is useful for various

closed-form calculations. We denote the location of material particles in the reference by X .
• We use x to denote spatial locations.
• We denote by Ωn and Ωn+1 the spatial domains occupied by the solid body at equilibrium at times tn and tn+1. The spatial

locations of the material particle located at X are xn and xn+1 respectively.
Note that Ωn+1 and Ωn are the regions occupied by the equilibrium configurations of the body at different times and
they include different sets of material particles due to growth, so they are not simply the mapping of the body under the
deformation.

• We denote by Ωn
g the non-equilibrium intermediate configuration that arises from Ωn after growth has occurred but before

mechanical equilibrium occurs. The spatial location of the material particle located at X is xn
g .

• Traction boundary conditions are applied over the subset of the boundary denoted by Γ r
t and Γn

tg for the domains Ωr and
Ωn

g respectively.
• We are focused here on a single timestep ∆t and assume that the velocity v is approximately constant over this timestep.

Hence, the incremental displacement u := xn+1 − xn
g is related to the velocity by u ≈ v∆t.

• Since we use a discretization that is fixed in space as the solid body deforms, we use a computational domain — that we
denote R — that contains the entire body as well as some part of the surrounding medium, such that the growing regions
are always contained with R.

Given Ωn, ρn(x) := ρ(x, t = tn), and F n
e (x) := Fe(x, t = tn), we develop a numerical algorithm that provides Ωn+1,

ρn+1(x) := ρ(x, t = tn+1), and F n+1
e (x) := Fe(x, t = tn+1).

We define extensions of various quantities from the growing solid body to the entire domain R, for reasons of numerical
convenience. The phase-field ϕ enables us to distinguish between the physically-relevant portion that is within the solid body, and
the physically-irrelevant extensions. For instance, we use a highly compliant linear elastic solid outside the physical body to provide
smooth extensions of the displacement and mechanical velocity, and we use ϕ to appropriately construct the position-dependent
elastic energy density.

3.B. Phase Function
We introduce a phase field ϕ that implicitly tracks the shape of the body, which is required to be able to apply the appropriate
boundary conditions. It is defined on R such that ϕ(x) ≈ 1 if x is within the solid body and ϕ(x) ≈ −1 if x is outside it, i.e., at
time t = tn:

ϕ(x) ≈
{
1 if x ∈ Ωn

−1 if x ∈ R \Ωn (3.1)

For numerical convenience, ϕ is defined as a smooth function transitioning from −1 to 1, where the level set ϕ = 0 represents the

boundary of the region occupied by the growing body. Further, the outward unit normal of the solid body is n̂ = − ∇ϕ|∇ϕ| .
For the evolution of ϕ, we use a phase-field formulation that allows for arbitrary kinetics, following [AZ05, AD15a, AD15b,

CAB+22, GK23, CAW+24]:

∂ϕ

∂t
+ vϕ · ∇ϕ = 0 (3.2)
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which represents the transport of level sets of ϕ with velocity vϕ, as discussed in [AD15a].
We highlight some important features of (3.2). First, the only level set of physical significance is that corresponding to ϕ = 0,

which represents the boundary of the solid body. Second,∇ϕ is parallel to n̂, and hence only the normal component of vϕ is of
significance. Hence, we define vϕ such that it satisfies vϕ = Vb on the level set ϕ = 0, but are free to define any smooth extension
of vϕ over R. We can then write (2.16) as vϕ = v + vg on the level set ϕ = 0. For vg , we use a smooth extension of the growth
velocity to R, with the specific choice of extension being chosen case-by-case for each problem. For v, which is the mechanical
velocity, it is already defined over the solid body, and is extended over R as described in Section 3.C.3.

We can write (3.2) as:

∂ϕ

∂t
+ (vg + v) · ∇ϕ = 0 (3.3)

As mentioned in 3.A, at each timestep we solve separately for mechanical equilibrium and growth. Solving for mechanical
equilibrium provides v, and vg is specified through additional growth physics. We use a split-step method to evolve (3.3) in time,
i.e., we use each velocity individually to propagate a partial time step. The specifics of solving this transport equation follow
Section 3.D.1.

3.B.1. Regularization of the Phase Function

The thickness of the regularized boundary of the solid body, i.e. the transition region where ϕ transitions from −1 to +1, is
important for the numerical results. If the thickness is smaller than the mesh size, it is not properly captured, while if it is very
thick, the physical problem is not well represented. Further, even if we start with ϕ having a moderate thickness, the evolution
equation (3.2) will often flatten or sharpen ϕ over time [OF05]. Finally, it has been observed that ϕ can potentially lose smoothness
and regularity over time with the appearance of growing artificial oscillations.

We use the following approach to ensure the smoothness of ϕ over time during numerical calculations [Che92]. Let ϕ denote
the numerical solution of (3.3) at a given time step. We apply the following variational filter to suppress potential oscillations and
also prevent the interface from overly widening or sharpening:

Reg[ϕ̄] =

∫
R

(
σϕ

(
ϕ̄− ϕ

)2
+

ϵ

2

∣∣∇ϕ̄∣∣2 + 1

2ϵ

(
ϕ̄2 − 1

)2) (3.4)

Minimizing this functional provides a map ϕ 7→ ϕ̄ with the following features: (1) the first term controls the distance between ϕ̄
close to the physically-governed ϕ; (2) the second term controls the interface smoothness to avoid spurious numerical oscillations;
and (3) the third term controls the interface thickness. σϕ and ϵ are regularization parameters that weight the terms [BK91].

The numerical values of the regularization parameters are problem-dependent, and are listed in the description of the problems
that we solve in later sections.

3.C. Momentum Balance through Quasistatic Incremental Hyperelasticity

We describe here how to find the displacement u(x) = xn+1 − xn
g to satisfy mechanical equilibrium, keeping fixed the set of

material particles, i.e., without growth.

3.C.1. Kinematics

We begin by noting the useful identity:

xn+1(X) = xn
g (X) + u

(
xn
g (X)

)
=⇒ ∂xn+1

∂X
=

∂xn
g

∂X
+

∂u

∂X
=

∂xn
g

∂X
+

∂u

∂xn
g

∂xn
g

∂X

=⇒ F n+1
e F n+1

relax = F n
egF

n
relaxg

+
(
∇xn

g
u
)
F n
egF

n
relaxg

=
(
I +∇xn

g
u
)
F n
egF

n
relaxg

(3.5)

where ∇xn
g

is gradient with respect to xn
g . Using that Frelax does not evolve for a given material particle, it can be cancelled out

to give:

F n+1
e =

(
I +∇xn

g
u
)
F n
eg (3.6)
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3.C.2. Incremental Variational Principle
Given the definition of σ for a hyperelastic material (2.13), the solution of the balance of momentum (2.17) and (2.18) in a
quasistatic setting is equivalent to the minimization of the energy functional:

I
[
xn+1

]
=

∫
Ωr

ρ̂r(X)
(
W
(
Fe

(
xn+1

))
− b · xn+1

)
dX −

∫
Γ r
t

tbr · xn+1 dX (3.7)

where b, tbr , and ρ̂r are the body force per unit mass, the traction at the boundary, and the density in the reference configuration
Ωr.

We transform this to the configuration Ωn
g :

I
[
xn+1

]
=

∫
Ωn

g

ρ̃r
(
xn
g

) (
W
(
Fe

(
xn+1

))
− b · xn+1

)
det

(
∂xn

g

∂X

)−1

dxn
g −

∫
Γn
tg

tb · xn+1 dxn
g (3.8)

where tb is the traction in the configuration Ωn
g and equal to µ−1

J tbr with the area stretch µJ between the configurations Ωr and
Ωn

g [Gur82], and ρr = ρ̂r(X) = ρ̃r
(
xn
g

)
is the referential density.

We rewrite the energy functional (3.8) with respect to u instead of xn+1:

I[u] =

∫
Ωn

g

ρng (x
n
g )
(
W
((

I +∇xn
g
u
)
F n
eg

(
xn
g

))
− b ·

(
xn
g + u

))
dxn

g −
∫
Γn
tg

tb ·
(
xn
g + u

)
dxn

g (3.9)

where we have defined ρng (x
n
g ) :=

ρ̃r
(
xn
g

)
detF n

g

(
xn
g

) .

When we use small increments in time, we have that u is small, and approximate ∇xn
g

by ∇, where∇ is the spatial gradient.
Therefore, to find u, we can minimize the incremental energy functional:

I[u] =

∫
Ωn

g

ρng (x)
(
W
(
(I +∇u)F n

eg (x)
)
− b · (x+ u)

)
dx−

∫
Γn
tg

tb · (x+ u) dx (3.10)

3.C.3. Extension to the Entire Computational Domain
A simple, yet effective, approach to extend v beyond the solid body to the entire computational domain R is to consider that a very
soft isotropic linear elastic solid occupies the rest of the computational domain R\Ωs, with elastic energy density function per
unit mass given by:

Wlinear (∇u) =
µc

4

∣∣∣∇u+ (∇u)T
∣∣∣2 + λc

2
tr (∇u) (3.11)

where µc and λc are the Lame parameters with numerical values smaller by a factor ≈ 10−3 than the physical solid. From our
numerical examples, we find that these values are sufficiently small that any numerical artifacts are negligible.

We solve (3.10) over R instead of Ωn
g , and use an elastic energy density of the form:

W
(
(I +∇u)F n

eg

)
= Hl(ϕ(x))Ws

(
(I +∇u)F n

eg

)
+ (1−Hl(ϕ(x)))Wlinear (∇u) (3.12)

where Ws is the elastic energy of the solid, and Hl(ϕ) is a function that transitions rapidly and smoothly from 0 to 1 when the

argument changes sign, such that Hl(ϕ = 1) = 1 and Hl(ϕ = −1) = 0. Throughout this paper, we use Hl(ϕ) =
1 + tanh(lϕ)

2
where l is a modeling constant prescribing the width of the transition zone.

3.C.4. Boundary Conditions
For boundaries with prescribed displacement that is constant in time, we use a computational domain such that those boundaries
of the solid body coincide with the boundaries of the computational domain, and we treat them as in standard FE approaches.
While we do not consider problems in which the prescribed boundary evolves, the diffuse Nitsche method provides a promising
approach to impose the displacement on the boundary [NSR+18].

For boundaries with prescribed traction tb, we use a computational domain such that these boundaries lie within the domain.
We then smear out the traction vector over the width of the interface and replace it with a body force equal to tb|∇Hl(ϕ)| using
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the following approximation [NSR+18]:∫
Γn
tg

tb ·
(
u+ xn

g

)
dxn

g =

∫
R

tb ·
(
u+ xn

g

)
δΓn

tg
dV ≈

∫
R

tb ·
(
u+ xn

g

)
|∇Hl(ϕ)| dV (3.13)

where δΓn
tg

is a Dirac mass supported on the boundary Γn
tg .

3.D. Evolution of Elastic Deformation and Density
The evolution equations for density (2.15) and elastic deformation (2.20) have the common structure:

∂f

∂t
+ v · ∇f = F (3.14)

where f can be ρ or Fe. Using a finite-difference approximation to the time derivative, we can split the equations to separate the
source and transport contributions, and then solve these separately [OKK07].

3.D.1. Transport Contribution
We first turn to the transport contribution that is discretized in time using an explicit difference to give:

fn+1 − fn
g

∆t
+ v · ∇fn

g = 0 (3.15)

Let T denote a discretization of R, and x̄i denote the spatial location of the grid point indexed by i in T . For a fixed
discretization, x̄i remains constant in time. We denote the nodal values fn

g (x̄i) by fn
gi and fn+1(x̄i) by fn+1

i . Here, we describe
how to evaluate {f}n+1 given {f}ng and v(x̄i).

Recall that xn
g and xn+1 are the spatial locations of the material particle X in the configurations Ωn

g and Ωn+1. Hence, we
have:

fn+1
(
xn+1

)
= fn

g

(
xn
g

)
(3.16)

Using xn
g ≈ xn+1 − v

(
xn+1

)
∆t in the argument of the left side in the equation above gives:

fn+1
(
xn+1

)
= fn

g

(
xn+1 − v

(
xn+1

)
∆t
)

(3.17)

Setting xn+1 = x̄i gives:

fn+1
i = fn

g (x̄i − v (x̄i)∆t) (3.18)

Since x̄i − v(x̄i)∆t does not generally lie on any mesh point, we use interpolation to evaluate fn
g (x̄i − v(x̄i)∆t) inside an

element containing x̄i − v(x̄i)∆t. The case when x̄i − v(x̄i)∆t is outside R is discussed in the examples below.
We note that an explicit approach does not require the solution of a system of nonlinear algebraic equations and is computationally

efficient while maintaining stability and accuracy, as we see in the examples.

3.D.2. Source Contribution
a. Elastic Deformation. We use implicit Euler time discretization to write:

F n+1
e (x)− F n

eg (x)

∆t
= (∇v)F n+1

e (x) =⇒ (I −∇u)F n+1
e (x) = F n

eg (x) (3.19)

For small ∇u, we can use the approximation (I −∇u)−1 ≈ (I +∇u) to write:

F n+1
e (x) = (I +∇u)F n

eg (x). (3.20)

b. Density. We use implicit Euler time discretization to write:

ρn+1(x)− ρng (x)

∆t
= − (div v) ρn+1 (x) =⇒ (1 + divu) ρn+1 (x) = ρng (x) (3.21)
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For small ∇u, we can use the approximation (1 + divu) ≈ det (I +∇u) to write:

ρn+1(x) =
ρng (x)

det (I +∇u) (3.22)

We note that although we use an implicit approach, our linearization enables us to bypass solving a system of algebraic equations,
making the implicit scheme computationally efficient.

3.D.3. Extension to the Entire Computational Domain
To obtain a smooth extension of Fe and ρ over R, we simply use that we have considered the entirety of R to be occupied by
a solid body following Section 3.C.3. Consequently, all quantities associated with the physical solid body are also extended
smoothly to the soft surrounding solid, using an interpolation of the form in (3.12).

3.E. Time-stepping with Growth and Mechanics
We discuss two different physical situations which must be distinguished in the numerical method. With reference to Figure 3, the
top row shows growth occurring at a boundary at which the displacement is not prescribed, which we denote “Unconstrained
Growth”, and the bottom row shows growth occurring at a boundary at which the displacement is prescribed, which we denote
“Constrained Growth”. In the notation of Section 2.D, Constrained Growth corresponds to the case where there is nontrivial
Γu ∩ Γg. Specifically, if growth occurs at portions of the boundary where the displacement is prescribed, we must take care to
ensure that both the specified growth velocity conditions and the displacement boundary conditions are satisfied. We first discuss
the case of Unconstrained Growth.

t = tn

ρn
F n
e

Ωn

Growth Equilibrium

Ωn
g

ρn,F n
e

ρ̂a, F̂ ∗
e

t = tn+1

Ωn+1

ρn+1

F n+1
e

(a) Unconstrained Growth

t = tn

ρn
F n
e

Ωn

Equilibrium Growth Equilibrium

Vb = 0

Ωn
g

ρ̂a, F̂ ∗
e

t = tn+1

Ωn+1

ρn+1

F n+1
e

(b) Constrained Growth

Figure 3. A schematic showing the calculations within a single time-step. The thick line depicts the growing boundary with prescribed growth
velocity vg · n̂. (a) Unconstrained Growth: growth occurs at a boundary where the displacement is not prescribed. (b) Constrained Growth:
growth occurs at a boundary where the displacement is prescribed, thereby constraining the relation between the boundary velocity, growth
velocity, and mechanical velocity; the figure shows the case that vg and v are coupled through Vb = 0. During growth, we do not consider
mechanics, and during mechanical relaxation, we do not consider growth. In Ωn

g , the region that is not shaded consists of material from the
previous time-step t = tn, the region shaded orange is the accreted material with ρ = ρ̂a,Fe = F̂ ∗

e , and the region shaded grey is the ablated
material.

3.E.1. Unconstrained Growth
We recall the decomposition in (2.16) that Vb · n̂ = vg · n̂+ v · n̂ on ∂Ωs, i.e., the motion of the boundary is the superposition
of the growth velocity vg and the material velocity v. The case of Unconstrained Growth is straightforward: when Vb is not
prescribed, we can compute the shape of the body due to growth using the prescribed growth velocity vg , and then use mechanical
equilibrium with this added material to find v.

Within a single time-step, we perform the following calculations, referring to Figure 3(a).
1. We evolve ϕ using the growth velocity vg , which changes the shape of the body due to the ablation and accretion of material,

but we do not consider mechanics.
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2. We solve for mechanical equilibrium of the body with the ablated and accreted material to account for the deformation due
to the added material. This provides the displacement of the body due to mechanical relaxation.

3. We use the mechanical velocity v that is computed from mechanical relaxation in the previous step to transport ϕ, ρ, Fe.
The evolution of ϕ in this step provides the change in shape of the body due to mechanical relaxation.

3.E.2. Constrained Growth
In the case of Constrained Growth, both Vb and vg are prescribed on some parts of the boundary. Hence, v · n̂ = Vb · n̂− vg · n̂
is constrained. To deal with this constraint, we perform the following calculations in a single time-step (Fig. 3(b)).

1. We solve for mechanical equilibrium of the body without growth, using a displacement boundary condition that violates
the prescribed displacement but “makes room” for the ablation and accretion of material. That is, we use the boundary
condition corresponding to Vb − vg prescribed, rather than Vb prescribed, on the relevant part of the boundary when we
solve for mechanical equilibrium.

2. We use the mechanical velocity v that is computed from mechanical relaxation in the previous step to transport ϕ, ρ, Fe.
The evolution of ϕ in this step provides the change in shape of the body due to mechanical relaxation.

3. We “fill in” the ablation and accretion of material using vg, which restores the required displacement boundary condition
that Vb is prescribed.

4. We solve for mechanical equilibrium of the body with the ablated and accreted material, with the displacement-prescribed
boundary conditions, to account for the deformation due to the added material. This provides the displacement of the body
due to mechanical relaxation.

5. We use the mechanical velocity v that is computed from mechanical relaxation in the previous step to transport ϕ, ρ, Fe.
The evolution of ϕ in this step provides the change in shape of the body due to mechanical relaxation.

3.F. Summary
We summarize the method in Algorithm 1, showing the steps go from the state at t = tn to t = tn+1. We focus on Unconstrained
Growth, but Constrained Growth is similar following the procedure in Section 3.E.2.

Algorithm 1 Unconstrained surface growth of a deformable body, from t = tn to t = tn+1 = tn +∆t.
1: Initialize: Given the initial geometry ϕn (representing Ωn), initial elastic deformation F n

e (x), initial density ρn(x) of the
body, boundary conditions, growth velocity vg(x), and time step size ∆t at timestep n.

2: Compute the non-equilibrium growing body Ωn
g : ϕn

g (x)← ϕn (x− vg∆t) following (3.18) and the discussion below
(3.3).

3: Construct of F n
eg and ρng : Assigning density ρ̂a and elastic deformation F̂ ∗

e of the added material to the accreted region.
4: Relax to mechanical equilibrium: Minimizing the energy functional (3.10) over R to find u.
5: Update the elastic deformation and density based on source contribution: F̃ n+1

e (x)← (I +∇u)F n
eg (x) following

(3.20), and ρ̃n+1(x)← ρng (x)

det (I +∇u) following (3.22).

6: Update the elastic deformation and density based on transport contribution: F n+1
e (x) ← F̃ n+1

e (x− u) and
ρn+1 (x) ρ̃n+1 (x− u) following (3.18).

7: Advect the phase-field to generate Ωn+1: ϕ̃ (x)← ϕn
g (x− u) following (3.18) and the discussion below (3.3).

8: Filter ϕ̃ for regularity: Minimizing (3.4) given ϕ̃ (x) to evaluate ϕn+1.
9: Update the initial condition for the next timestep: Assign fields ϕn+1, ρn+1 and F n+1

e to ϕn, ρn and F n
e .

4. Non-normal Growth
In the growth of hard biological tissues such as horns and nails, growth occurs at a fixed surface, and the generating cells that
push the growing material outward might not be aligned with the normal vector of the surface [SFH97]. Hence the growth of a
stress-free material in a non-normal direction will be observed. Although complex horn shapes can be produced using methods
based solely on kinematics [MG14, Gar09], the effect of stress and deformation in non-normal growth has not been studied
because of the challenges in an evolving reference configuration that grows in a non-normal direction.

In this section, we aim to simulate non-normal growth of stress-free objects against a fixed boundary. We first highlight that
in the phase field approach, only the normal component of the growth velocity can affect the evolution of the phase function,
following the discussion in Section 3.B and also be noticed from (2.6) and (2.7). To achieve non-normal growth, we model growth
with a normal velocity but further add that the accreted material is not stress-free. In essence, we will find that the relaxation of
the accreted material leads to non-normal growth.

We begin with an example that computes the relaxation to mechanical equilibrium without growth to verify the approach for
incremental hyperelasticity and the transport of density and elastic deformation.
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Example 4.1 (Relaxation of a pre-stressed solid body without growth). We consider a rectangular solid body modeled by a
neo-Hookean material (2.14), which is minimized when the argument is the identity I . We apply a pre-stress by setting the initial

elastic deformation to have the value Fe(x, t = 0) =

[
1 0.1
0 1

]
uniformly in the body. The lower face is clamped to a wall with

displacement prescribed to be 0 and the other faces are traction-free.
Figure 4 shows the initial rectangular shape and the relaxed shape after we solve for mechanical equilibrium as well as the

stress-free equilibrium state. Furthermore, we highlight that the relatively large shear is beyond the linear regime and is captured

well by the algorithm, with the final deformation corresponding to
[
1 0.1
0 1

]−1

.

Figure 4. Deformation of a pre-stressed rectangular solid body: (a) the initial shape of the body, (b) the equilibrium shape of the body, and (c)
the norm of the Cauchy stress tensor at equilibrium. The white line represents the ϕ = 0 levelset showing the boundary of the body.

We next study non-normal growth. We use θ to denote the angle of the generating cells with the normal of the fixed boundary.

The accreted material is defined to have a pre-stress that corresponds to a shear strain of α = tan (−θ), i.e., F̂ ∗
e =

[
1 tan(−θ)
0 1

]
,

and the density ρ̂a of the accreted material is set to 1. Accretion occurs through the addition of mass at a rate
M

ρ
= v0 > 0 from

the bottom face that is also clamped. As discussed in Section 3.E, this is a case of constrained growth with the growth velocity and
boundary velocity both being prescribed on a common part of the boundary.

We note two computational details. First, we do not need a smooth extension of the growth velocity since it is specified only
at a part of the boundary of R; we simply use a growth velocity of 0 throughout R. Second, in the transport update (Section
3.D.1), when we require information from outside the domain, this only occurs near the accretion boundary. In that case, we use

Fe =

[
1 tan(−θ)
0 1

]
, ρ = 1, and ϕ = 1.

Example 4.2 (Non normal growth with a fixed θ). We consider α = tan(θ) = 0.15 and v0 = 1 and constant in time. Figure 5
shows the non-normal growth of the growing solid body at different times. We observe from the levelset showing the shape of the
body that there is non-normal growth and it occurs in the direction prescribed by our choice of α. Further, the equilibrium stress
distribution is essentially 0 everywhere.

We note that the computational domain has width 2 and height 1; the growth boundary has width 1; the mesh size ∆x is
≈ 1.6× 10−3; ϵ = 3∆x; σϕ =

5

∆x
; and ∆t = 0.01, in units that are non-dimensionalized by the growth velocity.

Example 4.3 (Non-normal growth with a varying θ). We demonstrate the growth of complex shapes due to non-normal growth
when θ varies in time: a growing body at different times using α = 0.3 sin(20t) and v0 = 0.5 is shown in Figure 6. The
computational domain has non-dimensional width of 0.3 and height of 0.9, and the growth surface has a width of 0.06; ∆t = 0.01;
and the mesh has element size ≈ 1.6× 10−3 with the same regularization parameters as in the previous example.

The examples in this section are formulated such that the shape of the stress-free body is known, enabling us to verify the
accuracy of the numerical implementation. This also confirms that the soft isotropic linear material used in the exterior of the
physical solid has a negligible effect.

5. Application to Regelation: Stress-driven Melting and Refreezing
Stress-induced melting occurs when a solid, at a constant temperature that is below the melting temperature, undergoes a phase
transition into the liquid state due to the application of external load; once the load is removed, the liquid refreezes. This
phenomenon is called regelation and occurs when the solid state density is different from that of its liquid state. A well-known
illustration of this phenomenon is hexagonal ice — the most abundant ice on the earth — whose density is approximately 10%
lower than that of water, and which is often not too far below the melting temperature in environmental settings. Understanding
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(a)

(b)

(c) (d)

Figure 5. Non-normal growth from a fixed surface. (a) The evolution of the phase function is shown at different times, (b) a zoomed-in view of
the computational mesh shown at the end of the second time step, where the thick white line indicates the boundary of the growing body, (c) the
result for a mesh that is finer by a factor of 2, at t = 0.2, suggesting that the method is robust, and (d) the norm of the Cauchy stress tensor at
t = 0.2. The white curve shows the zero levelset of ϕ that indicates the shape of the growing body.

the dynamics of the stressed ice and water interface is important for various environmental mechanics issues [DFW95] such as
glaciology [Wee57] and frost heave analysis in soil, permafrost, and infrastructure [KM80], as well as cryobiology [TWBG19].

Unlike the model problems considered in Section 4, here we do not arbitrarily specify the growth velocity and properties of the
accreted material. Instead, we obtain it using thermodynamics, by formulating a thermomechanical free energy and applying
the Coleman-Noll procedure to construct an evolution equation that is consistent with the laws of thermomechanics [Gur82]3.
Specifically, we obtain the growth velocity as a function of temperature T , elastic deformation Fe, and the state of the system,
by identifying the thermomechanical driving force for the melting/freezing process and then assuming a linear kinetic relation
between the driving force and growth velocity4. We demonstrate the thermomechanical model and the numerical method by
simulating a famous demonstration of regelation: the passage of a weighted wire through a block of ice without splitting it [Bot72].

5.A. Thermomechanical Model
We use ϕ = −1 and ϕ = +1 to denote the solid ice state and the liquid melt state respectively. All derivatives, such as gradient
and divergence operators, are with respect to spatial coordinates.

5.A.1. Equilibrium Free Energy
The Helmholtz free energy is assumed to be composed additively of thermal energy, elastic energy, and interfacial energy.
Thermal energy: Building on [PF90], we use the following function for the thermal contribution to the free energy:

f̂Th(T, ϕ) = cpT log

(
T 0
m

T

)
+Hl(ϕ)L

T 0
m − T

T 0
m

(5.1)

where L, cp, and T 0
m are, respectively, the latent heat, heat capacity, and stress-free melting temperature, and are all assumed

to be constants; and Hl(ϕ) is a smooth version of the sign function such that Hl(1) = 1 and Hl(−1) = 0.

3 We assume that the temperature does not evolve in time, and hence do not need to solve the energy equation explicitly beyond its role in the Coleman-Noll
analysis.

4 We highlight that the linear kinetic relation is sufficient but not necessary for consistency with the Coleman-Noll procedure.
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Figure 6. Non-normal growth from a fixed surface with a time-varying pre-stress corresponding to α = 0.3 sin(20t). The evolution of the phase
function is shown at various times, and the white curve shows the zero levelset of ϕ that indicates the shape of the growing body.

Elastic Energy: We use the compressible neo-Hookean form (2.14) to model the elastic energies of the solid Wsolid and the melt
Wmelt, with the shear modulus of the melt being very small but not completely zero for numerical well-posedness. Note that
the neo-Hookean form in (2.14) is minimized when the argument is the identity tensor I . To account for the change in
density due to the phase transition in terms of the elastic deformation, we redefine the stress-free state appropriately, and
write the elastic free energy density as:

f̂El(Fe, ϕ) = (1−Hl(ϕ))Wsolid

((
ρsolid

ρmelt

)1/d

Fe

)
+Hl(ϕ)Wmelt (Fe) (5.2)

where d is the space dimension that we are working in.
To understand (5.2), we notice that when ϕ = +1 corresponding to the liquid state, the first term on the right vanishes,
and the argument of Wmelt evaluates to I when Fe = I . That is, in the liquid state, the minimum energy state is when the
deformation is the identity (or any rotation); further, the shear modulus is very small, so essentially any volume-preserving
deformation is a state of minimum energy. When ϕ = −1, corresponding to the solid state, the second term on the right

vanishes, and the argument of Wsolid evaluates to I when Fe =

(
ρsolid

ρmelt

)−1/d

I . Hence, an isotropic volume change is the

state of minimum energy.
We highlight here that we could consider the process of phase transition as a change in the stress-free deformation Frelax.
However, this would lead to a more complex evolution law for Fe as well as require us to formulate the evolution of Frelax.
The strategy above has essentially enabled us to use a constant Frelax and pose the phase transition process in terms of a
change in the elastic energy.

Interfacial energy: As in Section 3.B.1, to ensure the regularity of the interface for numerical purposes, we consider the following
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interfacial energy, consistent with the phase field model described in [PF90]:

f̂In(∇ϕ, ϕ) = κ1|∇ϕ|2 + κ2(ϕ
2 − 1)2 (5.3)

where κ1 and κ2 are small positive modeling constants.
The Helmholtz free energy is then:

f̂(T,Fe,∇ϕ, ϕ) = f̂Th(T, ϕ) + f̂El(Fe, ϕ) + f̂In(∇ϕ, ϕ)

= cpT log

(
T 0
m

T

)
+Hl(ϕ)L

T 0
m − T

T 0
m

+ (1−Hl(ϕ))Wsolid

((
ρsolid

ρmelt

)1/d

Fe

)
+Hl(ϕ)Wmelt (Fe) + κ1|∇ϕ|2 + κ2(ϕ

2 − 1)2

(5.4)

5.A.2. Kinetics of Melting and Freezing
The evolution of ϕ for a given material point due to phase transition occurs by the motion of the ice-water interface, and is modeled
using:

ϕ̇+ vg · ∇ϕ = 0 (5.5)

where vg is the interface velocity. Note that the material time derivative in Eulerian form is ϕ̇ :=
∂ϕ

∂t
+ v · ∇ϕ, and hence (5.5) is

identical to (3.3). Further, with the energy formulated as in (5.4), the right side of (5.5) being 0 corresponds to suppressing the
nucleation of phases; only existing interfaces are allowed to propagate [AD15a].

We now find a form for vg using the laws of thermomechanics. Neglecting heat sources, the first and second laws of
thermodynamics can be written as:

ρė = − div q + σ : ∇v + div
(
tϕϕ̇
)

(5.6)

ρṡ ≥ −div q

T
+

q · ∇T
T 2

(5.7)

where s is entropy per unit mass; q is heat flux; e is internal energy per unit mass. While most terms above are standard, e.g.
[Gur82], we introduce a non-classical work contribution to account for the non-classical phase-field variable. Specifically, we
introduce tϕ = tϕ · n as the work conjugate of ϕ at the boundary, which appears above as div

(
tϕϕ̇
)

.

Introducing the free energy f = e − Ts and using f = f̂(T,Fe, ϕ,∇ϕ), we follow the classical Coleman-Noll procedure
[Gur82], with appropriate extensions for the presence of ϕ and ∇ϕ, to arrive at the inequality:

ρ

(
∂f

∂T
+ s

)
Ṫ+

(
ρ
∂f

∂ϕ
− div tϕ

)
ϕ̇+

(
ρ

∂f

∂∇ϕ − tϕ

)
·∇ϕ̇+

(
ρ
∂f

∂Fe
− ρ

(
∇ϕ⊗ ∂f

∂∇ϕ

)
F−T
e − σF−T

e

)
: Ḟe+

q · ∇T
T

≤ 0

(5.8)
We require each of the five terms in (5.8) to satisfy the inequality independently. The fifth term gives the classical constraint on

q, but we assume that q ≡ 0 and that the spatial temperature field is constant in time. Setting the first, third, and fourth terms to 0
identically gives:

s = − ∂f

∂T
(5.9)

σ = ρ
∂f

∂Fe
F T
e − ρ

(
∇ϕ⊗ ∂f

∂∇ϕ

)
(5.10)

tϕ = ρ
∂f

∂∇ϕ (5.11)

Using (5.9) and f = e−Ts, we obtain the relation e = cpT +Hl(ϕ)L which relates the specific heat and latent heat to the internal
energy [PF90]; (5.10) is the standard hyperelastic definition of the Cauchy stress tensor (2.13) with an interfacial contribution5;
and (5.11) provides an expression for the work-conjugate to ϕ.

5 The interfacial energy contains spatial derivatives of ϕ, which leads to a dependence on the deformation gradient and hence the appearance of interface terms in
the expression for the stress.
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Finally, we are left with the second term in (5.8):(
ρ
∂f

∂ϕ
− div

(
ρ

∂f

∂∇ϕ

))
vg · ∇ϕ ≥ 0 (5.12)

where we have substituted for ϕ̇ from (5.5). Consequently, we use the following choice for vg , that is sufficient — but not necessary
— for consistency with thermodynamics:

vg = κ
∇ϕ
|∇ϕ|

(
ρ
∂f

∂ϕ
− div

(
ρ

∂f

∂∇ϕ

))
(5.13)

where κ > 0 is a constant.
Evaluating explicitly the variational derivative of ϕ — also denoted as the driving force on ϕ — from (5.13), by using the

expression for f from (5.4), we have:(
ρ
∂f

∂ϕ
− div

(
ρ

∂f

∂∇ϕ

))
= ρL

T 0
m − T

T 0
m

H ′
l(ϕ) + ρH ′

l(ϕ)

(
Wmelt (Fe)−Wsolid

((
ρsolid

ρmelt

)1/d

Fe

))
− 2κ1 div (ρ∇ϕ) + 4ρκ2ϕ(ϕ

2 − 1)

(5.14)

We notice that the first 3 terms on the right are localized at the interface, and hence do not drive nucleation, while the last term
is decoupled from the deformation and also does not drive nucleation [AD15a]; the model therefore allows phase transitions
exclusively by the propagation of existing interfaces.

5.B. Numerical Simulation
For the neo-Hookean elastic energy (2.14), we use µ = 3.52GPa, λ = 6.54GPa, ρ = 900kg/m

3 for the solid corresponding to
isotropic ice in the hexagonal phase [GB09]; and µ = 10−3GPa, λ = 17.8GPa, ρ = 1000kg/m

3 for the melt corresponding to
liquid water, except that the shear modulus is small but finite for numerical well-posedness. We use a uniform triangular mesh
with element size on the order of 10−3m, and use κ1 = 4× 10−6, κ2 = 2.3× 10−4, and κ∆t = 0.11 in the appropriate units.

The computational domain is a rectangle [−0.2, 0.2] × [−0.25, 0.25]m2. Initially, the lower portion of the domain is solid
ice, and the upper portion is liquid water; Fig. 7 (top row) shows the distribution of ϕ over time. Both the ice and water are

stress-free at the initial time, with Fe ≈ (1−Hl(ϕ))

√
ρmelt

ρsolid I +Hl(ϕ)I . The temperature in the water is set to T 0
m implying

L
T 0
m − T

T 0
m

= 0, and in the ice is set below freezing such that L
T 0
m − T

T 0
m

= 0.02. For simplicity, we neglect heat conduction and

assume that the spatial temperature does not evolve in time.
We apply a body force b = −Pe2 to mimic the traction applied by a weighted wire that presses down on the ice, using

P =

{
48H ′

l(ϕ)
(
1 + exp

(
−104

(
x2 + (y − y0)

2)
)))

if
(
x2 + (y − y0)

2
)
< 0.022

0 else
(5.15)

In the expression above, 0.02m mimics the radius of the wire, and we set y0 to follow the current location of the wire. Specifically,
we set y0 to be lowest value of the vertical coordinate of the ice/melt interface at the beginning of each time-step. Further, H ′

l(ϕ)
is only non-zero around the interface, and hence this body force approximates a traction force applied at the interface.

We prescribe the displacement to be 0 at the bottom face; prescribe the horizontal displacement to be 0 and the vertical traction
to be 0 on the left and right faces; and prescribe the traction to be 0 at the top face. When performing the transport update (Section
3.D.1), the situations in which we require information from outside R occur only at the top face and we use the value of the nearest
grid point at the boundary.

We note some aspects of the numerical method specific to this problem:
• There is no growth on any of the boundaries on which the displacement is prescribed, and hence the growth is unconstrained.

To smoothly extend the growth velocity over the computational domain R, we simply apply the expression in (5.13) over R
since the quantities in that expression are defined everywhere in R.

• From (5.5), (5.13), (5.14), we have that the evolution of ϕ is governed by the equation:

ϕ̇+ κ

(
ρ
∂f

∂ϕ
− div

(
ρ

∂f

∂∇ϕ

))
|∇ϕ| = 0 (5.16)
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The driving force contains higher-order derivatives that cannot be handled by using a weak form as in standard FEM.
Consequently, we used a mixed FEM approach. We first evaluate M := |∇ϕ| at the beginning of each time-step, and then
use an implicit Euler time discretization scheme to solve:

ϕ̇+ κ

(
ρ
∂f

∂ϕ
− div

(
ρ

∂f

∂∇ϕ

))
M = 0 (5.17)

• Since (5.16) includes higher derivatives that ensure the smoothness of the interface, we do not apply the filtering described
in Section 3.B.1.

• We specify the density and elastic deformation of the accreted material — i.e., the refreezing ice — assuming that these are
identical to the properties of melt immediately before accretion.

Figure 7. Stress-induced melting and refreezing of a solid under a moving load. The top row shows the evolution of Hl(ϕ). The middle
row shows the load P from (5.15), and the white line shows the ice/melt interface, i.e., the levelset H(ϕ) = 1/2. The bottom row shows the
evolution of the vertical normal component of the stress, with the white line showing the interface. From left to right, the columns represent
time-steps 0, 35, 65, 80, 130 respectively.

The phase function H(ϕ), traction P , and the vertical normal component of the stress at different instances of time are shown in
Figure 7. As we can observe from the evolution of phase function, the solid melts in the vicinity of the applied load and refreezes
above it, thereby creating a downward-moving melt region within the solid.

6. Concluding Remarks
We develop a numerical method to model surface growth using an Eulerian description, following the formulation developed
in [NWD21, NWD22]. This formulation allows the modeling of surface growth without explicitly referring to an unknown
time-dependent reference configuration. We use the phase-field method to enable the use of a fixed discretization within a fixed
computational domain for solving the equations numerically. In contrast to Lagrangian descriptions of surface growth, the method
proposed in this paper is expected to provide several potential advantages for generality, efficiency, and robustness; however, we
highlight that comparing the efficiency and robustness systematically in comparison to other methods is an important future goal.

First, the method in this paper does not impose restrictions on the form of the growth velocity and the stress state of the added
material. This enables the direct application of the phenomenon of non-normal growth, observed in biological tissues [SFH97],
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Second, it potentially enables the study of the important problem of growth-induced instabilities due to non-uniform growth from
a fixed surface, e.g. [APT23, APRT22, CBV+24]. Third, using a fixed discretization potentially provides a robust alternative to
other available methods which require a moving mesh, re-meshing, and/or extending the computational domain as the computation
proceeds. Fourth, it enables the simulation of the transformation between fluid and solid phases, which is challenging for purely
Lagrangian methods that are unsuited for modeling fluids, as well as for Eulerian/Lagrangian hybrid methods that cannot handle
the transformation between fluid and solid.

We first applied the method to study non-normal growth observed in some hard biological tissues. While non-normal growth is
not possible to model with typical interface-based methods that use only the normal interfacial velocity, we are able to do this by
prescribing the elastic deformation of the accreted material. Specifically, if the accreted material is pre-stressed at the instant of
accretion, it will lead to effective non-normal growth as the pre-stresses relaxes at mechanical equilibrium. In our work, as a first
step we considered only uniform growth at a flat boundary. However, non-uniform growth generates residual stresses in the system
that can lead to the development of instabilities at the top surface [APRT22, vSAAGC21, APT23], and are an important topic for
further work.

We next developed a thermomechanical model for first-order phase transformations to describe the freezing and melting of
ice under mechanical and thermal loads. The model does not directly specify the Clausius-Clapeyron relation; instead, this
relation emerges as an outcome of a thermomechanical free energy formulation that accounts for general stress states. While
we apply it to the stress-induced melting and refreezing of ice, the overall structure of the model is readily adaptable to various
other settings, including ferroelectric [BNJJ19] and ferromagnetic [BNJJ20] phase transformations, where the extension of the
Clausius-Clapeyron relation to general stress states is important [Jam86, Jam83, AK06]. The problem of regelation also involves
both fluid and solid phases with transformations in both directions; the deformation of the fluid phase would, in general settings,
be exceptionally challenging for a Lagrangian formulation.

In addition to the setting of surface growth, the proposed numerical method can be used to study the mechanics of non-growing
solid bodies undergoing extreme deformations where Lagrangian methods perform poorly, e.g. [Ben92]. Specifically, instead
of using a moving mesh as in typical Lagrangian and Lagrangian/Eulerian approaches [BLME14], transporting the material
properties on a fixed discretization following an Eulerian approach is expected to improve the numerical performance by avoiding
mesh entanglements under large deformations. It would also be of interest to apply the Eulerian approach to multiphysics problems,
such as poromechanics [Cla24, CKK+24, KMW+22] and fracture [CK14, CLK23, AD17, HADMC22, WKM24].

Our approach to solving the transport equations that govern the evolution of the density, elastic deformation, and phase-field used
a relatively cumbersome procedure that required the identification of the finite element that contains the transported material point.
While very easy to implement in FEniCS, it requires working directly with nodal values as well as special procedures to handle
points that lie outside the computational domain. An alternative for future work is the Discontinuous Galerkin FEM, that provides
an elegant and promising approach that is potentially more efficient [HW07]. Similarly, we use a standard FEM formulation that
treats the displacement as the primary unknown to solve the incremental equations of hyperelasticity for mechanical equilibrium,
but the high elastic contrasts and large deformations could potentially be more accurately and efficiently evaluated by sophisticated
mixed approaches following the promising studies in [Kad24].

Software and Data Availability. The code developed for this work and the associated data is available at
github.com/Kiana-Naghibzadeh/SurfaceGrowth.git
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