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Abstract

This paper addresses the asymptotic development of order 2 by the
Γ-convergence of the Cahn–Hilliard functional with Dirichlet boundary
conditions. The Dirichlet data are assumed to be well separated from one
of the two wells. In the case where there are no interfaces, it is shown
that there is a transition layer near the boundary of the domain.

1 Introduction

In this paper, we study the second-order asymptotic development via Γ-convergence
of the Cahn-Hilliard functional

Fε(u) :=

∫
Ω

(W (u) + ε2|∇u|2) dx, u ∈ H1(Ω), (1.1)

subject to the Dirichlet boundary condition

tru = gε on ∂Ω. (1.2)

Here W : R→ [0,∞) is a double-well potential with

W−1({0}) = {a, b}, (1.3)
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Ω ⊂ RN is an open, bounded set with a smooth boundary, N ≥ 2, and gε ∈
H1/2(∂Ω).

We recall that, given a metric space X and a family of functions Fε : X →
[−∞,∞] for ε > 0, the asymptotic development of order n via Γ-convergence is
written as:

Fε = F (0) + εF (1) + · · ·+ εnF (n) + o(εn). (1.4)

This expansion holds if we can find F (i) : X → [−∞,∞], i = 0, . . . , n, such that
the functions

F (i)
ε :=

F (i−1)
ε − infX F (i−1)

ε
, F (0)

ε := Fε

are well-defined and the family {F (i)
ε }ε Γ-converges to F (i) as ε→ 0+.

The notion of asymptotic expansion was introduced by Anzellotti and Baldo
in 1993 [3]. Observe that if we define

Ui := {minimizers of F (i)},

it can be shown that

F (i) =∞ on X \ Ui−1

and the sets of minimizers satisfy the nested relationship

Un ⊆ Un−1 ⊆ · · · ⊆ U0 = {limits of minimizers of Fε} .

In general, the above set inclusions can be shown to be strict. Therefore, lever-
aging the hierarchical structure of functionals F (i), this framework provides a
systematic selection criterion for the limits of the minimizers of functionals Fε.

In many cases, the powers of ε in the asymptotic development (1.4) may be

replaced by more general scales δ
(i)
ε , where δ

(i)
ε > 0 for all i = 1, . . . ,m and

ε > 0, δ
(0)
ε := 1, and σ

(i)
ε := δ

(i)
ε /δ

(i−1)
ε → 0 as ε→ 0+ for all i = 1, . . . ,m, and

the asymptotic expansion takes the form

Fε = F (0) + δ(1)
ε F (1) + · · ·+ δ(n)

ε F (n) + o(δ(n)
ε ).

In this setting, the functions F (i)
ε are defined by

F (i)
ε :=

F (i−1)
ε − infX F (i−1)

σ
(i)
ε

, F (0)
ε := Fε.

The second-order asymptotic expansion of the Cahn-Hilliard functional (1.1)
subject to a mass constraint ∫

Ω

u(x) dx = m (1.5)

was studied by the third author and Murray in [21], [22] in dimension N ≥ 2.
With X := L1(Ω) and

Gε(u) :=

{ ∫
Ω

(W (u) + ε2|∇u|2) dx if u ∈ H1(Ω),
∫

Ω
u dx = m,

∞ otherwise in L1(Ω),
(1.6)
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they proved that, under appropriate hypotheses on Ω and W , if W is quadratic
near the wells, then

G(2)
ε (u) =

1

2

C2
W (N − 1)2

W ′′(a)(b− a)2
κ2
u + (Csym + CW τu)κu P({u = a}; Ω),

where u is a minimizer of the first-order functional (see [6], [18], [24], [23], [28]),

G(1)(v) :=

{
CW P({v = a}; Ω) if v ∈ BV (Ω; {a, b}),

∫
Ω
v dx = m,

∞ otherwise in L1(Ω),

τu ∈ R is a constant related to the mass constraint (1.5), κu and P({u = a}; Ω)
are the constant mean curvature and the perimeter of the set {u = a} in Ω,
respectively, the constants CW and Csym are given by1

CW := 2

∫ b

a

W 1/2(ρ) dρ, (1.7)

and

Csym := 2

∫
R
W (zc(t))t dt,

where c is the central zero of W ′ (see (2.4)), and for α ∈ R, zα solves to the
Cauchy problem {

z′α = W 1/2(zα),
zα(0) = α.

(1.8)

The third author and Murray in [21], [22] also considered the case where W
exhibits subquadratic growth near the wells. This scenario had been previously
analyzed by the first and third authors together with Dal Maso in [13], where
they assumed both zero Dirichlet boundary conditions and the mass constraint
(1.5).

In the case of Dirichlet boundary conditions (1.2), we take X := L1(Ω) and
define

Fε(u) :=

{ ∫
Ω

(W (u) + ε2|∇u|2) dx if u ∈ H1(Ω), tru = gε on ∂Ω,
∞ otherwise in L1(Ω).

Under suitable assumptions on Ω, W , and gε, Owen, Rubinstein, and Sternberg

[26] showed that the first non-trivial scale is δ
(1)
ε = ε, i.e.,

F (1)
ε (u) =

{ ∫
Ω

( 1
εW (u) + ε|∇u|2) dx if u ∈ H1(Ω), tru = gε on ∂Ω,

∞ otherwise in L1(Ω),

and that the functionals {F (1)
ε }ε Γ-converge as ε→ 0+ to

F (1)(u) :=


CW P({u = a}; Ω)

+

∫
∂Ω

dW (tru, g) dHN−1 if u ∈ BV (Ω; {a, b}),

∞ otherwise in L1(Ω),

(1.9)

1Note that our constants cW and csym differ by correspond to the constants 2cW and 2csym
in [21], [22].
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where gε → g in L1(∂Ω), dW is the geodesic distance determined by W

dW (r, s) :=

{
2
∣∣∫ s
r
W 1/2(ρ) dρ

∣∣ if r ∈ {a, b} or s ∈ {a, b},
∞ otherwise,

(1.10)

and the constant CW is given in (1.7). We also refer to the recent work by
Cristoferi and Gravina [11], who addressed the vectorial case and considered
potentials where the wells depend on the spatial variable x, and to the work by
Gazoulis [19], who studied the vectorial case under different settings.

We aim to extend the results of Owen, Rubinstein, and Sternberg [26] by
determining the second-order asymptotic expansion of Fε via Γ-convergence,
assuming the boundary data gε : Ω→ R stay away from one of the two wells a,
b:

a < α− ≤ gε(x) ≤ b (1.11)

for all x ∈ Ω, all ε ∈ (0, 1), and some constant α−. In this article, we consider
only the case where the Dirichlet boundary datum is close to the value b and
far from a. The case where the boundary datum is close to a and far from b
can be addressed using the same arguments. Under this hypothesis, when the
constant α− is sufficiently close to b, the only minimizer of F (1) is the constant
function b (see Proposition 2.5 below). Hence, we assume that

u0 ≡ b is the unique minimizer of F (1). (1.12)

In this case, due to (1.9), we have

minF (1) =

∫
∂Ω

dW (b, g) dHN−1

and we define

F (2)
ε (u) :=

F (1)
ε (u)−minF (1)

ε
(1.13)

=

∫
Ω

(
1

ε2
W (u) + |∇u|2

)
dx− 1

ε

∫
∂Ω

dW (b, g) dHN−1

if u ∈ H1(Ω) and tru = gε on ∂Ω, and F (2)
ε (u) :=∞ otherwise in L1(Ω).

The main result of this paper is the following theorem:

Theorem 1.1 Let Ω ⊂ RN be an open, bounded, connected set with boundary
of class C2,d , 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε satisfy
(1.11), (2.12)-(2.14). Suppose also that (1.12) holds. Then

F (2)(u) =

∫
∂Ω

κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s ds dH

N−1(y) (1.14)

if u = b and F (2)(u) = ∞ otherwise in L1(Ω). Here, κ is the mean curvature
of ∂Ω and zα is the solution to the Cauchy problem (1.8) with α = g(y).
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In particular, if uε ∈ H1(Ω) is a minimizer of (1.1) subject to the Dirichlet
boundary condition (1.2), then∫

Ω

(W (uε) + ε2|∇uε|2) dx = ε

∫
∂Ω

dW (b, g) dHN−1 (1.15)

+ ε2

∫
∂Ω

κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s dsdH

N−1(y) + o(ε2).

Remark 1.2 In the case where g is allowed to take the value a but (1.12)
continues to hold, the scaling

F (2)
ε (u) :=

F (1)
ε (u)−minF (1)

ε| log ε|
should replace the scaling in (1.13), as the latter becomes incorrect in this con-
text. We address this problem in the paper [16].

Remark 1.3 The case where the minimizer u0 of the functional F (1) in (1.9)
is not constant, the analysis becomes considerably more complex. By leveraging
recent results from De Phillipis and Maggi [14], it can be shown that if Ω and g
are sufficiently regular, then by modifying E0 := {u0 = a} on a set of Lebesgue
measure zero, E0 is open and its trace ∂E0 ∩ ∂Ω has finite perimeter in ∂Ω.
Moreover, if M = ∂E0 ∩ Ω, then ∂∂Ω(∂E0 ∩ ∂Ω) = M ∩ ∂Ω, and there exists
a closed set Σ ⊆ M , with HN−2(M \ Σ) = 0, such that M \ Σ is a C1,1/2

hypersurface with boundary, M \ Σ has zero mean curvature in Ω and satisfies
the Young’s law

νE0(x) · ν∂Ω(x) =
1

CW
(dW (a, g(x))− dW (b, g(x))) (1.16)

for all x ∈ (M ∩∂Ω) \Σ. Here νE0
and ν∂Ω are the outward unit normals to E0

and Ω, respectively. We are currently investigating this problem in dimension
two. In this setting,

u0 = aχE0 + bχΩ\E0
,

where

∂E0 ∩ Ω =

m⋃
i=1

Σi,

with Σi being disjoint segments that have endpoints Pi and Qi on ∂Ω and form
angles θi that satisfy Young’s law (1.16). By adapting the techniques presented
in this paper, we have constructed uε ∈ H1(Ω) satisfying the Dirichlet boundary
conditions (1.2) and converging to u0 in L1(Ω), such that

lim sup
ε→0+

F (2)
ε (uε) ≤

∫
∂Ω∩Ω

b
κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s dsdH

1(y)

+

∫
∂Ω∩Ω

a
κ(y)

∫ 0

−∞
2W 1/2(zg(y)(s))z

′
g(y)(s)|s| dsdH

1(y)

−
m∑
i=1

1 + cos θi
sin θi

Ci −
m∑
i=1

1− cos θi
sin θi

Di,
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where

Ci :=

∫ ∞
0

2W 1/2(zg(Pi)(s))z
′
g(Pi)

(s)s ds+

∫ ∞
0

2W 1/2(zg(Qi)(s))z
′
g(Qi)

(s)s ds,

Di :=

∫ 0

−∞
2W 1/2(zg(Pi)(s))z

′
g(Pi)

(s)|s| ds+

∫ 0

−∞
2W 1/2(zg(Qi)(s))z

′
g(Qi)

(s)|s| ds,

and zα solves the Cauchy problem (1.8) with α = g(y), and Ωr := {x ∈ Ω :
u0(x) = r}, r ∈ {a, b}.

Theorem 1.1 is in the same spirit as the work by Anzellotti, Baldo, and
Orlandi [4], who considered the case W (ρ) = ρ2 and derived a formula similar
to (1.14). Our proof, however, takes a different approach and relies on the
asymptotic development of order two by Γ-convergence of the weighted one-
dimensional functional

Gε(v) :=

∫ T

0

(W (v(t)) + ε2(v′(t))2)ω(t) dt, v ∈ H1(I), (1.17)

subject to the Dirichlet boundary conditions

v(0) = αε, v(T ) = βε, (1.18)

where ω is a smooth positive weight, and

a < αε, βε ≤ b. (1.19)

The second-order asymptotic expansion of this functional was studied by the
third author and Murray ([21], [22]) in the case where the Dirichlet boundary
conditions (1.18) were replaced by the mass constraint:∫ T

0

v(t)ω(t) dt = m. (1.20)

The key difference in our proof of the Γ-liminf inequality is that in [21], [22], the
authors utilized a rearrangement technique based on the isoperimetric function
to reduce the functional (1.6) to the one-dimensional weighted problem (1.17)
and (1.20). This approach, however, is not feasible in our case (except in the case
of trivial boundary conditions). Instead, we adapt techniques from Sternberg
and Zumbrum [29] and Caffarelli and Cordoba [10] to study the behavior of
minimizers of (1.1) and (1.2) near the boundary and use slicing arguments.

The case N = 1 was previously addressed by Anzellotti and Baldo [3] under
the assumption that W is zero in a neighborhood of a and b, and by Bellettini,
Nayam, and Novaga [7] in the periodic case.

This paper is organized as follows. In Section 3, we characterize the asymp-
totic development of order two by the Γ convergence of the weighted one-
dimensional family of functionals Gε defined in (1.17). Section 4 explores the
qualitative properties of critical points and minimizers of functional 1.1. Finally,
in Section 5, we prove Theorem 1.1.
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2 Preliminaries

We assume that the double-well potential W : R→ [0,∞) satisfies the following
hypotheses:

W is of class C2,α0(R), α0 ∈ (0, 1), and has precisely two zeros

at a and b, with a < b,
(2.1)

W ′′(a) > 0, W ′′(b) > 0, (2.2)

lim
s→−∞

W ′(s) = −∞, lim
s→∞

W ′(s) =∞, (2.3)

W ′ has exactly 3 zeros at a, b, c with a < c < b, W ′′(c) < 0, (2.4)

Let

a < α− < min

{
c,
a+ b

2

}
≤ max

{
c,
a+ b

2

}
< β− < b. (2.5)

Remark 2.1 Since W ∈ C2(R), W (a) = W ′(a) = 0, W (b) = W ′(b) = 0, and
W ′′(a), W ′′(b) > 0, there exists a constant σ > 0 depending on α− and β− such
that

σ2(b− s)2 ≤W (s) ≤ 1

σ2
(b− s)2 for all α− ≤ s ≤ b+ 1, (2.6)

σ2(s− a)2 ≤W (s) ≤ 1

σ2
(s− a)2 for all a− 1 ≤ s ≤ β−. (2.7)

Proposition 2.2 For a < α− < b and 0 < δ ≤ σ−1, we have

−σ
−1

2
log(σ−2δ) + σ−1 log(b− α)− σ−1 log(1 + 2σ−1(b− β)/δ1/2)

≤
∫ β

α

1

(δ +W (s))1/2
ds ≤ −σ

2
log(σ2δ) + σ log(1 + 2(b− a)) (2.8)

for every α− ≤ α ≤ β ≤ b, where σ > 0 is the constant given in (2.6).

Proof. By (2.6),

σ−1

(σ−2δ + (b− s)2)1/2
≤ 1

(δ +W (s))1/2
≤ σ

(σ2δ + (b− s)2)1/2
.

Hence, it suffices to estimate

A :=

∫ β

α

1

(r + (b− s)2)1/2
ds.
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Consider the change of variables r1/2t = b− s, so that −r1/2dt = ds. Then

A =

∫ β

α

1

(r + (b− s)2)1/2
ds =

r1/2

r1/2

∫ (b−α)/r1/2

(b−β)/r1/2

1

(1 + t2)
1/2

dt

= [log[t+ (t2 + 1)1/2]]
(b−α)/r1/2

(b−β)/r1/2

= −1

2
log r + log(b− α+ [r + (b− α)2]1/2)

− log((b− β)/r1/2 + [1 + (b− β)2/r]1/2).

Hence, for 0 < r ≤ 1, we have

−1

2
log r + log(b− α)− log(1 + 2(b− β)/r1/2)

≤ A ≤ −1

2
log r + log(1 + 2(b− a)).

Proposition 2.3 Let a ≤ αε ≤ βε ≤ b. Then there exists a constant C > 0
depending on σ such that∫ βε

αε

[
2

(δ +W (s))1/2 +W 1/2(s)
− 1

(δ +W (s))1/2

]
ds ≤ C (2.9)

for all 0 < δ < 1, where σ > 0 is the constant given in (2.6).

Proof. For A ≥ 0, we have

2

(δ +A)1/2 +A1/2
− 1

(δ +A)1/2
=

(δ +A)1/2 −A1/2

[(δ +A)1/2 +A1/2](δ +A)1/2

=
δ

[(δ +A)1/2 +A1/2]2(δ +A)1/2
≥ 0.

Hence, the left side of (2.9) can be bounded from above by∫ b

a

δ

[(δ +W (s))1/2 +W 1/2(s)]2(δ +W (s))1/2
ds

=

∫ c

a

δ

[(δ +W (s))1/2 +W 1/2(s)]2(δ +W (s))1/2

+

∫ b

c

δ

[(δ +W (s))1/2 +W 1/2(s)]2(δ +W (s))1/2

=: A+ B.
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By (2.7) we have

A ≤
∫ c

a

δ

[(δ + σ2(s− a)2)1/2 + σ(s− a)]2(δ + σ2(s− a)2)1/2
ds

=

∫ (c−a)/δ1/2

0

δ

[(δ + σ2δt2)1/2 + σδ1/2t]2(δ + σ2δt2)1/2
δ1/2dt

≤
∫ ∞

0

1

[(1 + σ2t2)1/2 + σt]2(1 + σ2t2)1/2
dt,

where we have made the change of variables s− a = δ1/2t, so that ds = δ1/2dt,
and used the fact that 0 < δ < 1. A similar estimate holds for B.

Next, we study the properties of the solutions to the Cauchy problem (1.8).

Proposition 2.4 Assume that W satisfies (2.1)-(2.4) and let a < α < b. Then
the Cauchy problem (1.8) admits a unique global solution zα : R → R. The
function zα is increasing with

a < zα(t) < b for all t ∈ R,

and
lim

t→−∞
zα(t) = a, lim

t→∞
zα(t) = b. (2.10)

Moreover, if α− ≤ α < b, where α− is given in (2.5), then

(b− α)e−σ
−1t ≤ b− zα(t) ≤ (b− a)e−σt (2.11)

for all t ≥ 0.

Proof. As
√
W is Lipschitz continuous in [a − 1, b + 1], the Cauchy problem

(1.8) admits a unique local solution. As the constant functions a and b are
solutions to the differential equation, by uniqueness, a < zα(t) < b for all t in
the interval of existence of zα. This implies that zα can be uniquely extended
to the entire real line. Standard ODEs techniques show that (2.10) is valid.

If α− ≤ α < b, since zα is increasing, using (2.10), we can find Tα < 0 such
that zα(Tα) = α− and zα(t) > α− for all t > Tα. In turn, by (2.6),

σ(b− zα(t)) ≤ z′α(t) ≤ σ−1(b− zα(t)) for all t ≥ Tα.

Dividing by b− zα(t) and integrating from 0 to t gives

−σ−1t ≤ log

(
b− zα(t)

b− α

)
≤ −σt,

which implies (2.11).
We assume that gε : ∂Ω→ R and g : ∂Ω→ R satisfy the following hypothe-

ses:

gε ∈ H1(∂Ω), (2.12)

(ε| log ε|)1/2

∫
∂Ω

|∇τgε|2dHN−1 = o(1) as ε→ 0+, (2.13)

|gε(x)− g(x)| ≤ Cεγ , x ∈ ∂Ω, γ > 1 (2.14)
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for all ε ∈ (0, 1) and for some constant C > 0. Here, ∇τ denotes the tangential
gradient.

Condition (2.13) is of a technical nature and ensures that, in the energy
estimates for the recovery sequence in the Γ-limsup inequality, the tangential
component of the gradient near the boundary of Ω does not contribute to the
limiting energy (see (5.10) below). In particular, this condition is satisfied if
gε = g for all ε > 0 for some g ∈ H1(∂Ω).

Observe that the hypotheses (2.13) and (2.14) imply some regularity of g.
In particular, when N = 2, we see that the functions gε are continuous, and
since (2.14) implies uniform convergence, it follows that g must be continuous.

For a ≤ α ≤ b, let

φ(α) := dW (a, α)− dW (α, b)

= 2

∫ α

a

W 1/2(ρ) dρ− 2

∫ b

α

W 1/2(ρ) dρ,

where dW is defined in (1.10). Since φ(a) = −CW , φ(b) = CW , φ′(α) =
4W 1/2(α) > 0 for α ∈ (a, b), there exists a unique ᾱ ∈ (a, b) such that

φ(ᾱ) = 0 and φ(α) > 0 for all ᾱ < α ≤ b. (2.15)

Proposition 2.5 Let Ω ⊂ RN be an open, bounded, connected set with bound-
ary of class C2,d, 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε
satisfy (1.11), (2.12)-(2.14). Suppose that

g− > ᾱ (2.16)

where ᾱ is given in (2.15). Then the constant function b is the unique minimizer
of the functional F (1) defined in (1.9).

Proof. Let u ∈ BV (Ω; {a, b}). We have tru(x) ∈ {a, b} for HN−1-a.e. x ∈ ∂Ω
and thus

F (1)(u) ≥ CW P({u = b}; Ω) +

∫
∂Ω

dW (tru, g) dHN−1

≥
∫
∂Ω

dW (b, g) dHN−1 = F (1)(b)

provided ∫
∂Ω∩{tru=a}

dW (a, g) dHN−1 ≥
∫
∂Ω∩{tru=a}

dW (g, b) dHN−1.

By (1.11), (2.15), and (2.16), we obtain

dW (a, g(x)) > dW (g(x), b).

Hence, if P({u = b}; Ω) > 0 or HN−1(∂Ω ∩ {tru = a}) > 0, we have that
F (1)(u) > F (1)(b), which shows that the constant function b is the unique
minimizer of F (1).
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In what follows, given z ∈ RN , with a slight abuse of notation, we write

z = (z′, zN ) ∈ RN−1 × R, (2.17)

where z′ := (z1, . . . , zN−1). We also write

∇′ :=

(
∂

∂z1
, . . . ,

∂

∂zN−1

)
. (2.18)

Also, given δ > 0 we define

Ωδ := {x ∈ Ω : dist(x, ∂Ω) < δ}. (2.19)

The following result is classical. We recall it and its proof for the reader’s
convenience.

Lemma 2.6 Assume that Ω ⊂ RN is an open, bounded, connected set and that
its boundary ∂Ω is of class C2,d, 0 < d ≤ 1. If δ > 0 is sufficiently small, the
mapping

Φ : ∂Ω× [0, δ]→ Ωδ

given by
Φ(y, t) = y + tν(y),

where ν(y) is the unit inward normal vector to ∂Ω at y and Ωδ is defined in
(2.19), is a diffeomorphism of class C1,d. Moreover, Ω \Ωδ is connected for all
δ > 0 sufficiently small. Finally,

det JΦ(y, 0) = 1 for all y ∈ ∂Ω (2.20)

and
∂

∂t
det JΦ(y, t)|t=0 = κ(y) for all y ∈ ∂Ω, (2.21)

where κ(y) is the mean curvature of ∂Ω at y.

Proof. The fact that Φ : ∂Ω × [0, δ] → Ωδ is a diffeomorphism δ > 0 is
sufficiently small is classical (see, e.g. [20, Theorem 6.17]). Its inverse is given
by

Φ−1(x) = (y(x),dist(x, ∂Ω)),

where we denote by y(x) ∈ ∂Ω the unique projection of x onto ∂Ω, with

dist(x, ∂Ω) = |y(x)− x|.

Next, we show that Ω\Ωδ is pathwise connected. Let x0 and x1 be two points
in Ω \ Ωδ. Since Ω is open and connected, there exists a continuous function
f : [0, 1] → Ω such that f(0) = x0 and f(1) = x1. Since Φ is a diffeomorphism
and Φ(∂Ω× {δ}) = ∂(Ω \ Ωδ), the function

h(x) = y(x) + δν(y(x)), x ∈ Ωδ,
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is continuous, with h(Ωδ) = ∂(Ω\Ωδ). Note that if x ∈ ∂(Ω\Ωδ), then h(x) = x.
Hence, if we extend h to be the identity in Ω\Ωδ, we have a continuous function
h : Ω → Ω \ Ωδ. Then h ◦ f : [0, 1] → Ω \ Ωδ is continuous and (h ◦ f)(0) = x0

and (h ◦ f)(1) = x1, which shows that Ω \ Ωδ is pathwise connected.
To prove (2.20) and (2.21), we fix y0 ∈ ∂Ω and find a rigid motion T : RN →

RN , with T (y0) = 0, r > 0, and a function f : BN−1(0, r) → R of class C2,d

such that f(0) = 0, ∇′f(0) = 0, and

T (B(y0, r) ∩ Ω) = {z ∈ RN : zN > f(z′), z′ ∈ BN−1(0, r)} =: V,

where we are using the notations (2.17) and (2.18) and BN−1(0, r) is the open
ball centered at 0 and radius r in RN−1. The unit inward normal to ∂V at a
point (z′, f(z′)) is the vector

ν =
(−∇′f(z′), 1)

(1 + |∇′f(z′)|2N−1)1/2

Hence, if we consider

Ψ(z′, t) := (z′, f(z′)) + t
(−∇′f(z′), 1)

(1 + |∇′f(z′)|2N−1)1/2
,

we have that for i, j = 1, . . . , N − 1,

∂Ψj

∂zi
(z′, t) = δi,j + t

∂

∂zi

 ∂f
∂zj

(z′)√
1 + |∇′f(z′)|2N−1

 ,

∂ΨN

∂zi
(z′, t) =

∂f

∂zi
(z′)− t ∂

∂zi

 1√
1 + |∇′f(z′)|2N−1

 ,

∂Ψj

∂t
(z′, t) =

− ∂f
∂zj

(z′)√
1 + |∇′f(z′)|2N−1

,
∂ΨN

∂t
(z′, t) =

1√
1 + |∇′f(z′)|2N−1

.

In particular, since ∇′f(0) = 0,

JΨ(0, 0) = IN−1.

This proves (2.20). As

∂2Ψj

∂t∂zi
(z′, t) =

∂

∂zi

 ∂g
∂zj

(z′)√
1 + |∇′g(z′)|2N−1

 ,

∂2ΨN

∂t∂zi
(z′, t) = − ∂

∂zi

 1√
1 + |∇′g(z′)|2N−1

 ,

∂2Ψj

∂2t
(z′, t) = 0,

∂2ΨN

∂t2
(z′, t) = 0,

12



using Jacobi’s formula, we obtain

∂ det JΨ

∂t
(z′, t) = det JΨ(z′, t) tr

(
J−1

Ψ (z′, t)
∂JΨ(z′, t)

∂t

)
In particular, taking z′ = 0 and using the fact that JΨ(0, t) = IN−1 we get

∂ det JΨ

∂t
(0, t) =

N−1∑
i=1

∂

∂zi

 ∂g
∂zj

(z′)√
1 + |∇′g(z′)|2N−1

∣∣∣∣∣∣
z′=0

= κ(y0).

By the arbitrariness of y0, this concludes the proof of (2.21).

3 A 1D Functional Problem

Let
I := (0, T )

and consider a weight function

ω ∈ C1,d([0, T ]), min
[0,T ]

ω > 0. (3.1)

The prototype we have in mind is

ω(t) := 1 + tκ(t).

In this section, we study the second-order Γ-convergence of the family of func-
tionals

Gε(v) :=

∫
I

(W (v(t)) + ε2(v′(t))2)ω(t) dt, v ∈ H1(I),

subject to the Dirichlet boundary condition

v(0) = αε, v(T ) = βε, (3.2)

where αε, βε ∈ R. In what follows, we will use the weighted BV space BVω(I)
given by all functions v ∈ BVloc(I) for which the norm

‖v‖BVω :=

∫
I

|v(t)|ω(t) dt+

∫
I

ω(t) d|Dv|(t)

is finite. For v ∈ BVω(I) we will also write the weighted total variation of the
derivative as

|Dv|ω(E) :=

∫
E

ω(t) d|Dv|(t).

For a more detailed introduction to weighted BV spaces and their applications
to phase-field models, we refer to [5, 17].

We will study the second-order Γ-convergence with respect to the metric in
L1(I). This choice is motivated by the following compactness result.
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Theorem 3.1 (Compactness) Assume that W satisfies (2.1)-(2.4), that ω
satisfies (3.1), and that αε → α and βε → β as ε→ 0+ for some α, β ∈ R. Let
εn → 0+ and vn ∈H1(I) be such that

sup
n

∫
I

(
1

εn
W (vn(t)) + εn(v′n(t))2

)
ω(t) dt <∞.

Then there exist a subsequence {vnk}k of {vn}n and v ∈ BVω(I; {a, b}) such
that vnk → v in L1(I).

The proof is identical to the one of [21, Proposition 4.3] and so we omit it.
In view of the previous theorem, we extend Gε to L1(I) by setting

Gε(v) :=

{ ∫
I
(W (v(t)) + ε2(v′(t))2)ω(t) dt if v ∈ H1(I) satisfies (3.2),
∞ otherwise in L1(I).

(3.3)

3.1 Zeroth and First-Order Γ-limit of Gε

We begin by establishing the zeroth-order Γ-limit of the functional Gε.

Theorem 3.2 Assume that W satisfies (2.1)-(2.4), that ω satisfies (3.1), and
that αε → α and βε → β as ε→ 0+ for some α, β ∈ R. Then the family {Gε}ε
Γ-converges to G(0) in L1(I) as ε→ 0+, where

G(0)(v) :=

∫
I

W (v(t))ω(t) dt.

Proof. To prove the liminf inequality, let εn → 0+ and vn → v in L1(I). Write
αn := αεn and βn := βεn . Consider a subsequence {εnk}k of {εn}n such that

lim
k→∞

Gεnk (vnk) = lim inf
n→∞

Gεn(vn).

Since vn → v in L1(I) and infI ω > 0, by selecting a further subsequence, not
relabeled, we can assume that vnk(t)→ v(t) for L1-a.e. t ∈ I. Hence, by Fatou’s
lemma and the continuity and nonnegativity of W , we have

lim
k→∞

Gεnk (vnk) ≥ lim inf
k→∞

∫
I

W (vnk(t))ω(t) dt ≥
∫
I

W (v(t))ω(t) dt.

To prove the limsup inequality, let εn → 0+ and v ∈L1(I). Assume first that
v is bounded. Let v̄ be a representative of v and let ϕδ be a standard mollifier,
where δ > 0. Let δn → 0+ to be chosen later on and define

v̄n(t) :=

 αn if − 1 < t < 2δn,
v̄(t) if 2δn ≤ t ≤ T − 2δn,
βn if T − 2δn < t < T + 1,

and vn := ϕδn ∗ v̄n. Assuming that suppϕ ⊆ (−1, 1), we have that vn(0) =
(ϕδn ∗ αn)(0) = αn and vn(T ) = (ϕδn ∗ βn)(T ) = βn. On the the other hand, if
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0 < t0 < 1 is a Lebesgue point of v̄ then for all n sufficiently large, we have that
vn(t0) = (ϕδn ∗ v̄)(t0) → v̄(t0) by standard properties of mollifiers. Using the
continuity of W , we may apply the Lebesgue dominated convergence theorem
to obtain that vn → v in L1(I) and

lim
n→∞

∫
I

W (vn(t))ω(t) dt =

∫
I

W (v(t))ω(t) dt.

On the other hand,

|v′n(t)| = |(ϕ′δn ∗ v̄n)(t)| ≤ C

δn
.

Hence, ∫
I

ε2
n(v′n(t))2ω(t) dt ≤ C ε

2
n

δn

∫
I

ω(t) dt→ 0

provided we choose δn such that
ε2n
δn
→ 0. It follows that

lim
n→∞

Gεn(vn) =

∫
I

W (v(t))ω(t) dt.

To complete the proof, we use the fact that the Γ-lim sup is lower semicontinuous
(see [12, Proposition 6.8]) and that every v ∈ L1(I) can be approximated by
an increasing sequence of bounded functions for which the convergence of the
integral on the right-hand side above follows from the monotone convergence
theorem.

Since W−1({0}) = {a, b}, we have

inf
v∈L1(I)

G(0)(v) = 0

and therefore

G(1)
ε (v) :=

Gε(v)− inf L1(I)G
(0)

ε
(3.4)

=

∫
I

(
1

ε
W (v(t)) + ε(v′(t))2

)
ω(t) dt

if v ∈H1(I) satisfies (3.2) and G
(1)
ε (v) := ∞ if v ∈L1(I)\H1(I) or if the

boundary condition (3.2) fails.
We now characterize the first-order Γ-limit of the family {Gε}ε.

Theorem 3.3 Assume that W satisfies (2.1)-(2.4), that ω satisfies (3.1), and

that αε → α and βε → β as ε→ 0+ for some α, β ∈ R. Then the family {G(1)
ε }ε

Γ-converges to G(1) in L1(I) as ε→ 0+, where

G(1)(v) :=
CW
b− a

|Dv|ω(I) + dW (v(0), α)ω(0) + dW (v(T ), β)ω(T ) (3.5)

if v ∈ BVω(I; {a, b}) and G(1)(v) := ∞ otherwise in L1(I), where dW and CW
are defined in (1.10) and (1.7), respectively.
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Proof. Step 1: To prove the Γ-liminf inequality, let εn → 0+ and vn → v in
L1(I). Write αn := αεn and βn := βεn . Assume that

lim inf
n→∞

G(1)
εn (vn) <∞,

since otherwise there is nothing to prove, and consider a subsequence {εnk}k of
{εn}n such that

lim
k→∞

G(1)
εnk

(vnk) = lim inf
n→∞

G(1)
εn (vn).

Then for all k sufficiently large, vnk ∈H1(I), vnk(0) = αnk , and vnk(T ) = βnk .
Extend ω and vnk to (−1, T + 1), by setting

ω̄(t) :=

 ω(0) if t ≤ 0,
ω(t) if t ∈ I,
ω(T ) if t ≥ T,

v̄nk(t) :=

 αnk if t ≤ 0,
vnk(t) if t ∈ I,
βnk if t ≥ T.

Define

W1(s) := min{W (s),K}, Φ1(s) :=

∫ s

a

2W
1/2
1 (ρ) dρ,

where
K := max

J
W

and J is the smallest closed interval that contains [a, b], {αnk}k, and {βnk}k.
Then

G(1)
εnk

(vnk) =

∫
I

(
1

εnk
W (vnk(t)) + εnk(v′nk(t))2

)
ω(t) dt

≥
∫
I

2W
1/2
1 (vnk(t))|v′nk(t)|ω(t) dt =

∫
I

|(Φ1 ◦ vnk)′(t)|ω(t) dt

=

∫ T+1

−1

|(Φ1 ◦ v̄nk)′(t)|ω̄(t) dt,

where in the last equality we used the fact that (Φ1◦ v̄nk)(t) ≡ Φ(αnk) in (−1, 0)
and (Φ1 ◦ v̄nk)(t) ≡ Φ(βnk) in (T, T + 1) . Since Φ1 is Lipschitz continuous, we
have that Φ1 ◦ v̄nk → Φ1 ◦ v̄ in L1((−1, T + 1)), where

v̄(t) :=

 α if t ≤ 0,
v(t) if t ∈ I,
β if t ≥ T.
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Hence, by standard lower semicontinuity results,

lim
k→∞

G(1)
εnk

(vnk) ≥ lim inf
k→∞

∫ T+1

−1

|(Φ1 ◦ v̄nk)′(t)|ω̄(t) dt

≥
∫ T+1

−1

ω̄ d|D(Φ1 ◦ v̄)| =
∫ T+1

−1

ω̄ d|D(Φ ◦ v̄)|

=

∫
I

ω d|D(Φ ◦ v)|+ dW (α, v(0))ω(0) + dW (β, v(T ))ω(T )

=
CW
b− a

∫
I

ω d|Dv|+ dW (α, v(0))ω(0) + dW (β, v(T ))ω(T )

= G(1)(v).

Step 2: To prove the Γ-limsup inequality, assume first that v is of the form

v(t) =

{
a if t ∈ [t2k, t2k+1),

b otherwise,

where 0 = t0 < t1 < · · · < t2` = T . Observe that

v(t) = sgna,b(f(t)), (3.6)

where

sgna,b(t) :=

{
a if t ≤ 0,
b if t > 0,

(3.7)

and

f(t) :=


t− t1 if t ∈ [t0, t1),

−min{t− t2k, t2k+1 − t} if t ∈ [t2k, t2k+1), and k ≥ 1,

min{t− t2k+1, t2k+2 − t} if t ∈ (t2k+1, t2k+2], and k < `− 1,

t− t2`−1 if t ∈ [t2`−1, t2`)

(3.8)
is the signed distance function of the set E := {t ∈ I : v(t) = a} relative to
I. We will construct smooth approximations of the function sgna,b that almost

minimize the energy G
(1)
ε .

Since we expect each transition to happen in an infinitesimal interval and
ω(t) ∼ ω(tk) for t close to tk, to construct an approximate solution, we consider

minimizers of the functional
∫ Tε

0

(
1
εW (φ) + ε(φ′)2

)
dt with appropriate bound-

ary conditions and where Tε → 0+. The minimizers of this functional satisfy
the Euler–Lagrange equations 2ε2φ′′ = W ′(φ). If we multiply each side by φ′

and integrate, we get

ε2(φ′(t))2 = ε2(φ′(0))2 −W (φ(0)) +W (φ(t)).

Thus,
εφ′(t) = ±(ε2(φ′(0))2 −W (φ(0)) +W (φ(t)))1/2.
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Setting δε := ε2(φ′(0))2 −W (φ(0)) we solve the differential equation

εφ′(t) = ±(δε +W (φ(t)))1/2,

where we determine the sign according to each transition. Provided δε +
W (φ(t)) 6= 0, this gives

±
∫ φ(t)

φ(0)

ε

(δε +W (ρ))1/2
dρ = t.

We consider first the transition from αε to a. Let δε > 0 and introduce the
function

Ψ̄ε(r) :=

∫ αε

r

ε

(δε +W (ρ))1/2
dρ. (3.9)

Define
T̄ε := Ψ̄ε(a)

and observe that since W ≥ 0,

0 < T̄ε =

∫ αε

a

ε

(δε +W (ρ))1/2
dρ ≤ (b− a)

ε

δ
1/2
ε

. (3.10)

The function Ψ̄ε is strictly decreasing and differentiable. Let φ̄ε : [0, T̄ε] →
[a, αε] be the inverse of Ψ̄ε on the interval [a, αε]. Then φ̄ε (0) = αε, φ̄ε(T̄ε) = a,
and

φ̄′ε (s) =
1

Ψ̄′ε(φ̄ε (s))
= − (δε +W (φ̄ε (s)))1/2

ε
. (3.11)

Extend φ̄ε to be a for t > T̄ε.
Similarly, to transition from a to b, we define

Ψε(r) :=

∫ r

a

ε

(δε +W (ρ))1/2
dρ,

and
0 ≤ Tε := Ψε(b) ≤ (b− a)

ε

δ
1/2
ε

. (3.12)

Let φε : [0, Tε]→ [a, b] be the inverse of Ψε on the interval [a, b]. Then φε (0) = a,
φε(Tε) = b, and

φ′ε(s) =
(δε +W (φε (s)))1/2

ε
. (3.13)

Extend φε to be equal to a for s < 0 and b for s > Tε.
Finally, to transition from βε to b, define

Ψ̂ε(r) :=

∫ r

βε

ε

(δε +W (ρ))1/2
dρ,

and
0 ≤ T̂ε := Ψ̂ε(b) ≤ (b− a)

ε

δ
1/2
ε

. (3.14)

18



Let φ̂ε : [0, T̂ε] → [βε, b] be the inverse of Ψ̂ε on the interval [βε, b]. Then

φ̂ε (0) = b, φ̂ε(T̂ε) = βε, and

φ̂′ε(s) = − (δε +W (φ̂ε (s)))1/2

ε
. (3.15)

Extend φ̂ε to be equal to b for s < 0. Assume that

δε → 0,
ε

δ
1/2
ε

→ 0. (3.16)

Taking ε be so small that transition layers do not overlap or leave I, we can
define

vε(t) :=


φ̄ε (t) if 0 < t < T̄ε,

φε (f(t)) if T̄ε ≤ t ≤ T − T̂ε,
φ̂ε(t− T + T̂ε) if T − T̂ε < t < T.

Since T̄ε → 0, Tε → 0, and T̂ε → 0 as ε → 0+ by (3.10), (3.12), and (3.14),
respectively, in view of (3.6), (3.8), we have that vε(t) → v(t) for all t ∈ I.
Moreover, |vε(t)| ≤ C for all t ∈ I, all ε > 0, and for some constant C > 0.
Hence, by the Lebesgue dominated convergence theorem, vε → v in L1(I).

By (3.11) and the change of variables ρ = φ̄ε(t), we have∫ T̄ε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
ω dt =

∫ T̄ε

0

(
1

ε
W (φ̄ε) + ε(φ̄′ε)

2

)
ω dt

≤ max
[0,T̄ε]

ω

∫ T̄ε

0

(
1

ε
(δε +W (φ̄ε)) + ε(φ̄′ε)

2

)
dt

= max
[0,T̄ε]

ω

∫ T̄ε

0

2(δε +W (φ̄ε))
1/2|φ̄′ε| dt = max

[0,T̄ε]
ω

∫ αε

a

2(δε +W (ρ))1/2 dρ.

On the other hand, by (3.15) and the changes of variables t − T + T̂ε = s,

ρ = φ̂ε(s),∫ T

T−T̂ε

(
1

ε
W (vε) + ε(v′ε)

2

)
ω dt =

∫ T̂ε

0

(
1

ε
W (φ̂ε) + ε(φ̂′ε)

2

)
ω(T − T̂ε + s) ds

≤ max
[T−T̂ε,T ]

ω

∫ T̂ε

0

(
1

ε
(δε +W (φ̂ε)) + ε(φ̂′ε)

2

)
dt

= max
[T−T̂ε,T ]

ω

∫ T̂ε

0

2(δε +W (φ̂ε))
1/2|φ̂′ε| dt = max

[T−T̂ε,T ]
ω

∫ b

βε

2(δε +W (ρ))1/2dρ.
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Similarly, by (3.13),

2`−1∑
k=1

∫ tk

tk−1

(
1

ε
W (vε) + ε(v′ε)

2

)
ω dt

=

2`−1∑
k=1

∫ Tε

0

(
ε(φ′ε(s))

2 + ε−1W (φε(s))
)
ω(tk + (−1)k+1s) ds

≤
2`−1∑
k=1

∫ Tε

0

2(δε +W (φε(s)))
1/2φ′ε(s)ω(tk + (−1)k+1s) ds

≤
2`−1∑
k=1

sup{ω(tk + (−1)k+1r) : r ∈ (0, Tε)}
∫ Tε

0

2(δε +W (φε(s)))
1/2φ′ε(s) ds

=

2`−1∑
k=1

sup{ω(tk + (−1)k+1r) : r ∈ (0, Tε)}
∫ b

a

2(δε +W (s))1/2ds.

Thus taking the limit as ε→ 0+ we find that

lim sup
ε→0+

G(1)
ε (vε) ≤

∫ α

a

2W 1/2(s) dsω(0) +

∫ b

β

2W 1/2(s)dsω(T ) + CW

2`−1∑
k=1

ω(tk)

= G(1)(v).

The cases where v starts or ends at values different from those we assumed
above are treated analogously.

Next, we show that if ω is sufficiently close to ω(0), a < α < b, and β = b,
then the unique minimizer of G(1) is the constant function b. We recall that α
and β appear in the definition of G(1) (see (3.5)).

Corollary 3.4 Assume that W satisfies (2.1)-(2.4) and let G(1) be given by
(3.5) with a < α < b and β = b. Suppose that ω satisfies (3.1) and that

ω(t) > ω(0)− ω0 for all t ∈ (0, T ], (3.17)

where

0 ≤ ω0 <
1

2

CW − dW (α, b)

CW
ω(0). (3.18)

Then the unique minimizer of G(1) is the constant function b, with

min
L1(I)

G(1)(v) = G(1)(b) = dW (α, b)ω(0).

Proof. Let v ∈ BVω(I; {a, b}). If v has at least one jump point at t0 ∈ I, then
by (3.17) and (3.18),

G(1)(v) ≥ CW
b− a

|Dv|ω(I) ≥ CWω(t0) > CW (ω(0)− ω0) ≥ dW (α, b)ω(0).
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Hence, either v ≡ b or v ≡ a. If v = a, then again by (3.17) and (3.18)

G(1)(a) = dW (a, α)ω(0) + CWω(T ) > CW (ω(0)− ω0) ≥ dW (α, b)ω(0).

This completes the proof.

Remark 3.5 Note that condition (3.17) holds if either ω is strictly increasing,
with ω0 = 0, or if T is sufficiently small, by continuity of ω.

3.2 Second-Order Γ-limsup

Under the hypotheses of Corollary 3.4, we have

min
L1(I)

G(1)(v) = G(1)(b) = dW (α, b)ω(0).

We define

G(2)
ε (v) :=

G
(1)
ε (v)− inf L1(I)G

(1)

ε
(3.19)

=

∫
I

(
1

ε2
W (v(t)) + (v′(t))2

)
ω(t) dt− dW (α, b)ω(0)

1

ε

if v ∈H1(I) satisfies (3.2) and G
(2)
ε (v) := ∞ if v ∈L1(I)\H1(I) or if the

boundary condition (3.2) fails.
We study the second-order Γ-limsup of the family {Gε}ε.

Theorem 3.6 (Second-Order Γ-Limsup) Assume that W satisfies (2.1)-(2.4),
that α− satisfies (2.5), and that ω satisfies (3.1), (3.17), where

0 ≤ ω0 <
1

2

dW (a, α−)

CW
ω(0). (3.20)

Let
α− ≤ αε, βε ≤ b, (3.21)

with
|αε − α| ≤ A0ε

γ , |βε − b| ≤ B0ε
γ (3.22)

for some α,β and where A0, B0 > 0, and γ > 1. Then there exist constants
0 < ε0 < 1, C,C0 > 0, and γ0, γ1 > 0, depending only on α−, A0, B0, T , ω,
and W , and functions vε ∈H1(I) satisfying (3.2), a ≤ vε ≤ b, and vε → b in
L1(I), such that

G(2)
ε (vε) ≤

∫ l

0

2W (pε(t))t dt ω
′(0) + Ce−2σl (2σl + 1) + Cε2γ l + Cεγ1 | log ε|γ0

(3.23)
for all 0 < ε < ε0 and all l > 0, where pε(t) = vε(εt) is such that pε → zα
pointwise in [0,∞), and where zα solves the Cauchy problem (1.8). In particular,

lim sup
ε→0+

G(2)
ε (vε) ≤

∫ ∞
0

2W 1/2(zα(t))z′α(t)t dt ω′(0). (3.24)
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Proof. Let δε → 0+ as ε→ 0+, and define

Ψε(r) :=

{ ∫ r
αε

ε
(δε+W (s))1/2

ds if αε ≤ βε,∫ αε
r

ε
(δε+W (s))1/2

ds if βε < αε,
(3.25)

and
0 ≤ Tε := Ψε(βε). (3.26)

Since α− ≤ αε, βε ≤ b, by Proposition 2.2 we have

Tε ≤
∫ b

α−

ε

(δε +W (s))1/2
ds

≤ −σ
2
ε log(σ2δε) + σε log(1 + 2(b− a)).

Since δε → 0+, there exist C0 > 0 and ε0 > 0, depending only on W , γ, and B,
such that

Tε ≤ C0ε| log δε| (3.27)

for all 0 < ε < ε0.
On the other hand, if α < b, by Proposition 2.2, and (3.22), we obtain

Tε ≥ −ε log(σ−2δε) + σ−1ε log(b− α−Aεγ)

− σ−1ε log(1 + 2σ−1Bεγ/δ1/2
ε )

for all 0 < ε < εα. Since δε → 0+, by taking εα smaller if necessary, we can find
Cα > 0 such that

Cαε| log δε| ≤ Tε if α < b (3.28)

for all 0 < ε < εα.
Let vε : [0, Tε]→ [αε, βε] be the inverse of Ψε. Then vε (0) = αε, vε(Tε) = βε,

and

v′ε(t) = ± (δε +W (vε (t)))1/2

ε
, (3.29)

where we take the plus sign if αε ≤ βε and the minus sign if βε < αε. Extend
vε to be equal to βε for t > Tε.

Since ω ∈ C1,d(I), by Taylor’s formula, for t ∈ [0, T ] we have

ω(t) = ω(0) + ω′(0)t+R1(t),

where
|R1(t)| = |ω′(θt)− ω′(0)|t ≤ |ω′|C0,dt1+d. (3.30)
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Write

G(2)
ε (vε) =

[∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
dt− dW (b, α)

]
ω(0)

ε

+

∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
t dt

ω′(0)

ε
(3.31)

+

∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
R1 dt

1

ε

+

∫ T

Tε

(
1

ε
W (vε) + ε(v′ε)

2

)
ω dt

1

ε
=: A+ B + C +D.

Step 1: We estimate A in (3.31). Assume first that αε ≤ βε. By (3.25), (3.26),
(3.29), the change of variables s = vε(t), the fact that a < αε, βε ≤ b, and the
equality

(A+B)1/2 −B1/2 =
A

(A+B)1/2 +B1/2
,

we have∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
dt =

∫ Tε

0

(
1

ε
(δε +W (vε)) + ε(v′ε)

2

)
dt− Tεδε

ε

=

∫ Tε

0

2(δε +W (vε))
1/2v′ε dt−

Tεδε
ε

=

∫ βε

αε

2(δε +W (s))1/2 ds−
∫ βε

αε

δε
(δε +W (s))1/2

ds

=

∫ βε

αε

2W 1/2(s) ds+

∫ βε

αε

[
2δε

(δε +W (s))1/2 +W 1/2(s)
− δε

(δε +W (s))1/2

]
ds.

By Proposition 2.3,∫ βε

αε

[
2δε

(δε +W (s))1/2 +W 1/2(s)
− δε

(δε +W (s))1/2

]
ds ≤ Cδε

for all 0 < ε < ε0, while, since a ≤ αε, βε ≤ b,∫ βε

αε

2W 1/2(s) ds ≤
∫ b

α

2W 1/2(s).

Hence, we obtain∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
dt ≤

∫ b

α

2W 1/2(s) ds+ Cδε. (3.32)

The case βε < αε is similar. We omit the details.
It follows from (3.31) that

A ≤ C δε
ε

23



for all 0 < ε < ε0.
Step 2: We estimate B in (3.31). By (3.29), (3.31), and the change of variables
t = εs for l > 0,

B =

∫ Tε

0

2

ε2
W (vε)t dt ω

′(0) +
δε
ε2

∫ Tε

0

t dt ω′(0)

=

∫ l

0

2W (pε(s))s dsω
′(0) +

∫ Tεε
−1

l

2W (pε(s))s dsω
′(0) +

1

2
ω′(0)

δεT
2
ε

ε2

:= B1 + B2 + B3.

where pε(s) := vε(εs) solves the initial value problem{
p′ε(s) = ±(δε +W (pε (s)))1/2,
pε(0) = αε

(3.33)

in [0, Tεε
−1], while pε (s) = βε for s > Tεε

−1.
Let qε be the unique solution to (3.33) in R. Since δε → 0, and αε → α,

by standard results on the continuous dependence of solutions on a parameter
(see, e.g. [30, Section 2.4]), it follows that qε → zα pointwise in R, where zα is
given in (1.8).

If α < b, then Tεε
−1 ≥ Cα| log δε| → ∞ by (3.28), and so pε → zα pointwise

in [0, l]. On the other hand, if α = b, then qε → zb = b pointwise in R, while
pε (s) = βε for s > Tεε

−1. Hence,

|pε (s)− zb(s)| = |pε (s)− b| ≤ |qε (s)− b|+ |βε − b| → 0

for all s ∈ [0, l].
Since a ≤ pε(s) ≤ b, by the Lebesgue dominated convergence theorem

lim
ε→0+

B1 =

∫ l

0

2W (zα(s))s dsω′(0).

To estimate B2, observe that since δε > 0 and αε ≤ pε(s) ≤ βε < b for 0 ≤ s ≤
Tεε
−1, by (2.6) we have

p′ε(s) ≥ (W (pε (s)))1/2 ≥ σ(b− pε(s)) > 0,

and so

−σ ≥ (b− pε(s))′

b− pε(s)
= (log(b− pε(s)))′.

Upon integration, we get

0 ≤ b− pε(s) ≤ (b− αε)e−σs ≤ (b− α)e−σs.

In turn, again by (2.6), for s ∈ [0, Tεε
−1],

W (pε(s)) ≤ σ−2(b− pε(s))2 ≤ σ−2(b− α)2e−2σs. (3.34)
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On the other hand, if s ∈ [Tεε
−1, T ε−1], then by (2.6) and (3.22),

W (pε(s)) = W (βε) ≤ σ−2(b− βε)2 ≤ Cε2γ . (3.35)

Hence, if Tεε
−1 ≤ l, by (3.34),

B2 ≤ C
∫ ∞
l

e−2σss ds = Ce−2σl (2σl + 1) ,

while if Tεε
−1 ≥ l, by (3.35),

B2 ≤ Cε2γ l.

Therefore,
B2 ≤ Ce−2σl (2σl + 1) + Cε2γ l

for all 0 < ε < ε0.
On the other hand, again by (3.27),

B3 ≤ C
δεT

2
ε

2ε2
≤ Cδε log2 δε.

Step 3: To estimate C in (3.31), observe that by (3.32), (3.30), (3.27), and
(3.31),

C ≤ |ω′|C0,d

∫ Tε

0

(
1

ε
W (vε) + ε(v′ε)

2

)
dt T 1+d

ε

1

ε

≤ C (CW + Cδε| log δε|+ Cεγ) εd| log δε|1+d ≤ Cεd| log δε|1+d

for all 0 < ε < ε0.
Step 4: We estimate D in (3.31). By (2.6), (3.22), and (3.31), for t ≥ Tε

D = W (βε)

∫ T

Tε

ω dt
1

ε2
≤ σ−2(b− βε)2

∫ T

0

ω dt
1

ε2
≤ Cε2γ−2.

Combining the estimates for A, B2, B3, C, and D and using (3.31) gives

G(2)
ε (vε) ≤ C

δε
ε

+

∫ l

0

2W (pε(s))s dsω
′(0) + Ce−2σl (2σl + 1) (3.36)

+ Cε2γ l + Cδε log2 δε + Cεd| log δε|1+d + Cε2γ−2.

By taking

δε := εm or δε :=
ε

logm ε
, m ≥ 2, (3.37)

we obtain (3.23). In turn, letting ε→ 0+ in (3.23), we have

lim sup
ε→0+

G(2)
ε (vε) ≤

∫ l

0

2W (zα(t))t dt ω′(0) + Ce−2σl (2σl + 1) .

Since b − zα decays exponentially as t → ∞, by (2.11), using (2.6) and the
Lebesgue dominated convergence theorem, we let l→∞ to obtain (3.24).
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Remark 3.7 Observe that if we take δε := ε, it follows from (3.36) that

G(2)
ε (vε) ≤ C +

∫ l

0

2W (pε(s))s dsω
′(0) + Ce−2σl (2σl + 1)

+ Cε2γ l + Cε log2 ε+ Cεd| log ε|1+d + Cε2γ−2.

3.3 Properties of Minimizers of Gε

In this subsection we study qualitative properties of the minimizers of the func-
tional Gε defined in (3.3):

Gε(v) :=

∫
I

(W (v(t)) + ε2(v′(t))2)ω(t) dt, v ∈ H1(I), (3.38)

subject to the Dirichlet boundary conditions

vε(0) = αε, vε(T ) = βε. (3.39)

Theorem 3.8 Assume that W satisfies (2.1)-(2.4), that ω satisfies (3.1), and
that a ≤ αε, βε ≤ b. Then the functional Gε admits a minimizer vε ∈H1(I).
Moreover, vε ∈ C2([0, T ]), vε satisfies the Euler–Lagrange equations

2ε2(v′ε(t)ω(t))′ −W ′(vε(t))ω(t) = 0, (3.40)

and vε ≡ a, or vε ≡ b, or

a < vε(t) < b for all t ∈ (0, T ). (3.41)

Proof. Since
∫
I
(v′)2ω dt is convex, (3.1) holds, and W ≥ 0, the existence of

minimizers vε ∈H1(I) of Gε subject to the Dirichlet boundary conditions (3.39)
follows from the direct method of the calculus of variations. Since a ≤ αε,
βε ≤ b, by replacing vε with the truncation

v̄ε(t) :=

 a if vε(t) ≤ a,
vε(t) if a < vε(t) < b,
b if vε(t) ≥ b,

without loss of generality, we may assume that vε satisfies a ≤ vε ≤ b.
As dGε(vε) = 0, we have∫

I

(W ′(vε(t))ϕ(t) + 2ε2v′ε(t)ϕ
′(t))ω(t) dt = 0

for all ϕ ∈ C1
c (I). This implies that W ′(vε)ω is the weak derivative of 2ε2v′εω.

Hence,

2ε2v′ε(t)ω(t) = c+

∫ s

a

W ′(vε)ω ds.

Since the right-hand side is of class C1 and ω ∈ C1,d(I), we have that v′ε is of
class C1 and so we can differentiate to obtain (3.40).
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To prove (3.41), observe that if there exists t0 ∈ (0, T ) such that vε(t0) = b,
then since vε ≤ b, the point t0 is a point of local maximum, and so v′ε(t0) = 0.
Since W ′(b) = 0, it follows by uniqueness of the Cauchy problem (3.40) with
initial data vε(t0) = b, v′ε(t0) = 0, that the unique solution if vε ≡ b. Similarly,
if vε(t0) = a for some t0 ∈ (0, T ), then vε ≡ a.

Corollary 3.9 Assume that W satisfies hypotheses (2.1)-(2.4), that ω satisfies
hypothesis (3.1), and that that a ≤ αε, βε ≤ b. Let vε be the minimizer of Gε
obtained in Theorem 3.8. Then there exists a constant C0 > 0, depending only
on ω, T , a, b, and W , such that

|v′ε(t)| ≤
C0

ε
for all t ∈ I

and for every 0 < ε < 1.

Proof. In what follows C0 > 0 is a constant that changes from line to line and

depends only on ω, T , a, b, and W . Consider the function v0(t) := αε
(T−t)
T +

βε
t
T . We have a ≤ v0 ≤ b and |v′0(t)| ≤ b−a

T . Since vε is a minimizer of Gε, it
follows ∫

I

(W (vε) + ε2(v′ε)
2)ω dt ≤

∫
I

(W (v0) + ε2(v′0)2)ω dt

≤
(

max
[a,b]

W +
(b− a)2

T 2

)∫
I

ω dt ≤ C0.

As v′ε and ω are continuous, by the mean value theorem for integrals, there
exists tε ∈ [0, T ] such that

ε2(v′ε(tε)
2ω(tε) =

1

T

∫
I

ε2(v′ε)
2ω dt ≤ C0.

In turn, by (3.1),
ε|v′ε(tε)| ≤ C0.

By (3.40),

2ε2v′ε(t)ω(t) = 2ε2v′ε(tε)ω(tε) +

∫ t

tε

W ′(vε)ω ds (3.42)

for every t ∈ I. Since vε is bounded by (3.41), by (3.1) this implies that

2ε2|v′ε(t)| ≤ C0ε+
C0

ω(t)

∫ T

0

ω ds ≤ C0 (3.43)

for all t ∈ I. Rewrite (3.40) as

2ε2v′′ε (t) + 2ε2ω
′(t)

ω(t)
v′ε(t) = W ′(vε(t)). (3.44)
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Using (3.1) and (3.43), we obtain

2ε2|v′′ε (t)| ≤ |ω
′(t)|
ω(t)

2ε2|v′ε(t)|+ C0 ≤ C0. (3.45)

Next, we use a classical interpolation result. Let t ∈ I and consider t1 ∈ I such
that |t − t1| = ε. By the mean value theorem there exists θ between t and t1
such that

vε(t)− vε(t1) = v′ε(θ)(t− t1).

In turn, by the fundamental theorem of calculus

v′ε(t) = v′ε(θ) +

∫ t

θ

v′′ε (s) ds =
vε(t)− vε(t1)

t− t1
+

∫ t

θ

v′′ε (s) ds.

Using (3.41) and (3.45), we obtain

|v′ε(t)| ≤
C0

ε
+ sup

I
|v′′ε ||t− θ| ≤

C0

ε
+
C0

ε2
ε.

This concludes the proof.
Another consequence of Theorem 3.8 is the following estimate.

Theorem 3.10 Assume that W satisfies (2.1)-(2.4), that ω satisfies (3.1), and
that a ≤ αε, βε ≤ b. Let vε be the minimizer of Gε obtained in Theorem 3.8,
and for k ∈ N let

Bkε := {t ∈ [0, T ] : β− ≤ vε(t) ≤ βε − εk}. (3.46)

Then there exist µ > 0 and 0 < ε0 < 1 depending only on β−, T , ω, W , such
that if Iε = [pε, qε] is a maximal subinterval of Bkε , then

b− vε(t) ≤ (b− vε(pε))e−µ(t−pε)ε−1

+ (b− vε(qε))e−µ(qε−t)ε−1

(3.47)

for all t ∈ Iε and all 0 < ε < ε0. In particular,

diam Iε ≤ Cε| log ε| (3.48)

for all 0 < ε < ε0, where the constants 0 < ε0 < 1 and C > 0 depend only on
β−, T , ω, W and k.

Proof. We claim that there exists µ > 0 such that

−W ′(s) ≥ 2µ2(b− s) for all s ∈ [β−, b]. (3.49)

Since W ′′(b) > 0, by the continuity of W ′′, we have that W ′′(s) ≥ 2µ2 > 0 for
all s ∈ B(b, R1) and for some µ > 0 and R1 > 0. Upon integration, it follows
that

W ′(s) = −
∫ b

s

W ′′(r) dr ≤ −2µ2(b− s)
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for all s ∈ B(b, R1), with s < b. Using the fact that W ′ < 0 in (c, b), and by
taking µ smaller, if necessary, we can assume that

W ′(s) ≤ −2µ2(b− s)

for all s ∈ [β−, b]. Note that µ depends upon β− but not on ε. This proves the
claim.

Write Iε := [pε, qε] and define

φ(t) := (b− vε(pε))e−µ(t−pε)ε−1

+ (b− vε(qε))e−µ(qε−t)ε−1

(3.50)

with µ fixed by (3.49). We note that φ satisfies the following differential in-
equality:

(φ′ω)′ =
µ2

ε2
φω +

µ

ε
ω′
(
−(b− vε(pε))e−µ(t−pε)ε−1

+ (b− vε(qε))e−µ(qε−t)ε−1
)

≤ 1

ε2

(
µ2 + ε

|ω′|
ω
µ

)
φω.

On the other hand, ω(t) ≥ ω0 > 0 for all t ∈ I. Thus,

ε
|ω′(t)|
ω(t)

≤ εmax |ω′|
ω0

≤ µ

for all t ∈ I and all ε sufficiently small. Therefore in Iε

(φ′ω)′ ≤ 2ε−2µ2φω. (3.51)

We then set g(t) := b− vε(t), and using (3.40) and (3.49) we have

(g′ω)′ = −ε−2(W ′(vε))ω ≥ 2ε−2µ2gω. (3.52)

We define Ψ := g − φ. By (3.50), (3.51) and (3.52), for ε small we obtain the
following:

(Ψ′ω)′ ≥ 2ε−2µ2Ψω,

Ψ(pε) ≤ 0, Ψ(qε) ≤ 0.

The maximum principle implies that Ψ ≤ 0 for all t ∈ Iε. Thus

b− vε(t) ≤ (b− vε(pε))e−µ(t−pε)ε−1

+ (b− vε(qε))e−µ(qε−t)ε−1

,

which proves (3.47). In turn, for t := pε+qε
2 , we have

εk ≤ βε − vε(t) ≤ b− vε(t) ≤ 2be−µ2−1(qε−pε)ε−1

,

which implies that −µ2 (qε − pε)ε−1 ≥ k log ε− log 2b, that is,

0 ≤ qε − pε ≤ 2µ−1kε| log ε|+ 2µ−1ε log 2b.

This asserts (3.48).
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Remark 3.11 With a similar proof, one can show that if Iε is a maximal subin-
terval of

Akε := {t ∈ [0, T ] : αε + εk ≤ vε(t) ≤ α−},
then

diam Iε ≤ Cε| log ε|
for all 0 < ε < ε0, where the constants 0 < ε0 < 1 and C > 0 depend only on
α−, T , ω, W , and k.

Next, we prove some differential inequalities for vε.

Theorem 3.12 Assume that W satisfies (2.1)-(2.4), that ω satisfies (3.1), and
that that a ≤ αε, βε ≤ b. Let vε be the minimizer of Gε obtained in Theorem
3.8 and let α−, β− be given as in (2.5). Then there exists a constant C > 0 such
that

ε(v′ε(0))2 − 1

ε
W (αε) ≤ C

for all 0 < ε < 1. Moreover, there exist a constant τ0 > 0, depending only on
ω, T , a, b, α−, β− and W , such that

1

2
σ2(vε(t)− a)2 ≤ ε2(v′ε(t))

2 ≤ 3

2
σ−2(vε(t)− a)2 (3.53)

whenever a+ τ0ε
1/2 ≤ vε(t) ≤ β−, and

1

2
σ2(b− vε(t))2 ≤ ε2(v′ε(t))

2 ≤ 3

2
σ−2(b− vε(t))2 (3.54)

whenever α− ≤ vε(t) ≤ b− τ0ε1/2, where σ > 0 is the constant given in Remark
2.1.

Proof. Step 1: We claim that

ε(v′ε(0))2 − 1

ε
W (αε) ≤ C

for all 0 < ε < 1 and for some constant C > 0 independent of ε. By Theorem
3.3,

sup
0<ε<1

∫
I

(
1

ε
W (v) + ε(v′)2

)
ω dt ≤ C (3.55)

for all 0 < ε < 1 and for some constant C > 0 independent of ε. Subdivide I
into bε−1c equal subintervals Ii of equal length. Since

bε−1c∑
i=1

∫
Ii

(
1

ε
W (v) + ε(v′)2

)
ω dt ≤ C

there exists iε ∈ {1, . . . ., bε−1c} such that∫
Iiε

(
1

ε
W (v) + ε(v′)2

)
ω dt ≤ Cε.
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In turn, there exists tε ∈ Iiε such that(
1

ε
W (v(tε)) + ε(v′(tε))

2

)
ω(tε) ≤ C. (3.56)

Multiply (3.44) by 1
εv
′
ε(t) to get

ε((v′ε(t))
2)′ − 1

ε
(W (vε(t)))

′ = −2ε
ω′(t)

ω(t)
(v′ε(t))

2. (3.57)

Integrating between 0 and tε, we have

ε(v′ε(0))2 − 1

ε
W (αε) = ε(v′ε(tε))

2 − 1

ε
W (vε(tε))− 2ε

∫ tε

0

ω′(t)

ω(t)
(v′ε(t))

2dt ≤ C

where we used (3.56) and the fact that

2ε

∫ tε

0

|ω′(t)|
ω(t)

(v′ε(t))
2dt ≤

∫
I

ε(v′ε(t))
2ω(t)dt ≤ C (3.58)

since ω ∈ C1([0, T ]), infI ω > 0, and (3.55).
Step 2: Integrating (3.57) between t and 0 and using Step 1 and (3.58)

gives∣∣∣∣ε(v′ε(t))2 − 1

ε
W (vε(t))

∣∣∣∣ ≤ ε(v′ε(0))2 +
1

ε
W (αε) + 2ε

∫ T

0

|ω′|
ω

(v′ε)
2dt ≤ C1.

In turn,
W (vε(t))− C1ε ≤ ε2(v′ε(t))

2 ≤W (vε(t)) + C1ε (3.59)

for all t ∈ I, for all 0 < ε < 1, and for some constant C1 > 0 independent of ε.
By Remark 2.1,

σ2(s− a)2 ≤W (s) ≤ 1

σ2
(s− a)2

for all s ∈ [a, β−]. Hence,

1

2
σ2(s− a)2 ≤ σ2(s− a)2 − C1ε ≤W (s)− C1ε,

W (s) + C1ε ≤
1

σ2
(s− a)2 + C1ε ≤

3

2

1

σ2
(s− a)2

for all s ∈ [a + τ0ε
1/2, β−], where τ0 :=

√
2σ−1C

1/2
1 and we are assuming that

0 < σ < 1. In turn, by (3.59), we obtain (3.53). Estimate (3.54) can be obtained
similarly. We omit the details.

Remark 3.13 The proof of (3.53) and (3.54) is adapted from [25].

Next, we strengthen the hypotheses on the Dirichlet data αε and βε and
derive additional properties of minimizers. In particular, we assume that βε → b
(the case βε → a is similar).
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Theorem 3.14 Assume that W satisfies (2.1)-(2.4), that α−, β− satisfy (2.5),
and that ω satisfies hypotheses (3.1), (3.17), where

0 ≤ ω0 <
1

2CW
min{dW (a, α−),dW (β−, b)}ω(0). (3.60)

Let α− ≤ αε, βε ≤ b satisfy (3.22) and let vε be the minimizer of Gε obtained in
Theorem 3.8. Given k ∈ N there exist 0 < ε0 < 1, µ > 0, and C > 0 depending
only on α−, β−, k, A0, B0, T , ω, W , such that, for all 0 < ε < ε0, the following
properties hold:

(i) Either vε > β− in I or if Rε is the first time in [0, T ] such that vε = β−,
then

Rε ≤ Cε. (3.61)

(ii) Either vε ≥ βε − εk in I or if Tε is the first time such that vε = βε − εk,
then

Tε ≤ Cε| log ε|. (3.62)

Moreover, if Rε exists, then Rε < Tε and vε(t) ∈ [β−, βε − εk] for t ∈
[Rε, Tε].

(iii) If Tε exists, then vε ≥ b − τ0ε1/2 in [Tε, T ], where τ0 is the constant in
Theorem 3.12.

By Corollary 3.4 and the fact that β = b, we have that the minimizer of
G(1) is given by the constant function b. In turn, by Theorem 3.3 and by
standard properties of Γ-convergence (see [9, Theorem 1.21]), minimizers vε of
Gε converge in L1(I) to b as ε→ 0+, i.e.,

vε → b in L1(I) as ε→ 0+. (3.63)

We are now prepared to prove Theorem 3.14. For every measurable subset
E ⊆ I and for every v ∈H1(I) satisfying (3.2), we define the localized energy

G(1)
ε (v;E) :=

∫
E

(
1

ε
W (v) + ε(v′)2

)
ω dt. (3.64)

Proof of Theorem 3.14. Throughout the proof, the constants 0 < ε0 < 1
and C > 0 depend only on α−, β−, k, A0, B0, T , ω, W . By Theorem 3.6 there
exists ṽε ∈H1(I) satisfying (3.2) such that

G(2)
ε (ṽε) ≤

∫ l

0

2W (pε(t))t dt ω
′(0) + Ce−2σl (2σl + 1) + Cε2γ l + Cεγ1 | log ε|γ0

for all 0 < ε < ε0. Fixing l and using the fact that vε is a minimizer of Gε, we
have that

G(1)
ε (vε) ≤ G(1)

ε (ṽε) ≤ G(1)(b) + Cε = dW (α, b)ω(0) + Cε (3.65)
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for all 0 < ε < ε0, where C > 0 is independent of ε. We extend vε to be αε for
t < 0 and βε for t > T .

Step 1: Since

dW (a, α−) = lim
δ→0+

2

∫ α−

a+δ

W 1/2(r) dr,

we can find 0 < δ1 < α− − a so small that

dW (a+ δ, α−) = 2

∫ α−

a+δ

W 1/2(r) dr ≥ dW (a, α−)− ε0, (3.66)

for all 0 < δ ≤ δ1, where

ε0 <
1

4
dW (a, α−). (3.67)

We claim that there is ε0 > 0 such that for all 0 < ε < ε0, the set

Aε := {t ∈ [0, T ] : a ≤ vε(t) ≤ a+ δ1}

is empty. To see this, assume by contradiction that there exists tε ∈ (0, T ) such
that vε(tε) = a+ δ1. Since vε is continuous, vε([0, T ]) ⊇ [a+ δ1, αε∨βε]. Hence,
we can find a closed interval Iε such that vε(Iε) = [a+ δ1, αε ∧ βε] and a closed
interval Jε such that vε(Jε) = [αε ∧ βε, αε ∨ βε]. Then by (3.65), and (3.17),

dW (α, b)ω(0) + Cε ≥ G(1)
ε (vε) ≥ G(1)

ε (v; Iε ∪ Jε)

≥
∫
Iε∪Jε

2W 1/2(vε)|v′ε|ω dt ≥
∫
Iε∪Jε

2W 1/2(vε)|v′ε| dt(ω(0)− ω0)

= (dW (a+ δ1, αε ∧ βε) + dW (αε ∧ βε, αε ∨ βε)) (ω(0)− ω0).

In view of (1.10), dW (·, r) and dW (s, ·) are Lipschitz continuous with Lipschitz
constant L = max[a,b]

√
W . Hence, by (3.22),

dW (αε ∧ βε, αε ∨ βε) ≥ dW (α, β)− L(A0ε
γ +B0ε

γ),

and so, using the fact that α− < αε, βε, we have

dW (α, b)ω(0) + Cε ≥ (dW (a+ δ1, α−) + dW (α, b)) (ω(0)− ω0)− Cεγ

or, equivalently,

dW (a+ δ1, α−)ω(0) ≤ (dW (a+ δ1, α−) + dW (α, b))ω0 + Cε

≤ CWω0 + Cε <
1

2
dW (a, α−)ω(0),

for 0 < ε < ε0, where in the last inequality we used (3.20), and where ε0 is so
small that

Cε0 ≤
1

4
dW (a, α−)ω(0).
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Hence, also by (3.66),

dW (a, α−)− ε0 ≤ dW (a+ δ1, α−) <
1

2
dW (a, α−),

which contradicts (3.67).
Step 2: To prove (3.61), observe that by Step 1, for all t ∈ [0, Rε) we have

that vε(t) ∈ [a+ δ1, β−). Hence,

G(1)
ε (vε; [0, Rε]) ≥ ε−1Rε min

[0,T ]
ω min

[a+δ1,β−]
W,

and so (3.61) follows from (3.65).
Step 3: To prove Item (ii), we consider three separate cases.
Substep 3 a. Assume first that either αε < β− or αε = β− and v′ε(0) > 0.

If αε < β−, since vε(t) ∈ [a+δ1, β−) for all t ∈ [0, Rε), we have that v′ε(Rε) ≥ 0.
On the other hand, by (3.54), v′ε(Rε) > 0, which in turn implies, again by
(3.54), that v′ε(t) > 0 for all t ≥ Rε such that vε(t) ≤ b − τ0ε1/2. Similarly, if
αε = β− and v′ε(0) > 0, then by (3.54) that v′ε(t) > 0 for all t ≥ Rε = 0 such
that vε(t) ≤ b− τ0ε1/2.

Hence, in both cases, there exists a maximal interval Iε of the set Bε defined
in (3.46) whose left endpoint is Rε. Let Sε be the right endpoint of Iε. If
vε(Sε) = βε − εk, then Sε = Tε and so (3.62) follows from (3.48) and (3.61).

If vε(Sε) = β−, then since v′ε(t) > 0 for all t ≥ Rε such that vε(t) ≤
b − τ0ε1/2, there exists Pε ∈ (Rε, Sε) such that vε(Pε) = b − τ0ε1/2. It follows
that vε([Rε, Pε]) = [β−, b − τ0ε1/2], while vε([Pε, Sε]) ⊇ [β−, b − τ0ε1/2]. Then
by (3.65), and (3.17), we have

dW (α, b)ω(0) + Cε ≥ G(1)
ε (vε) ≥ G(1)

ε (v; [0, Pε] ∪ [Pε, Sε])

≥
∫

[0,Pε]∪[Pε,Sε]

2W 1/2(vε)|v′ε|ω dt

≥
∫

[0,Pε]∪[Pε,Sε]

2W 1/2(vε)|v′ε| dt(ω(0)− ω0)

=
(

dW (αε, b− τ0ε1/2) + dW (β−, b− τ0ε1/2)
)

(ω(0)− ω0).

As in Step 1, using the fact that dW (·, r) and dW (s, ·) are Lipschitz continuous
and (3.22), it follow that

dW (α, b)ω(0) + Cε ≥ (dW (α, b) + dW (β−, b)− L(A0ε
γ + 2τ0ε

1/2))(ω(0)− ω0),

or, equivalently,

[dW (α, b) + dW (β−, b)]ω0 + C(εγ + ε1/2) ≥ dW (β−, b)ω(0),

which contradicts (3.60), provided we take 0 < ε < ε0 with ε0 sufficiently small
(depending only on β− and W ).

On the other hand, if vε(t) > β− for all t ∈ I, then Iε = [0, Tε] is a maximal
interval of the set Bε defined in (3.46), and so (3.62) follows from (3.48).
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Substep 3 b. Assume first that αε = β− and v′ε(0) ≤ 0. Then

(ωv′ε)
′(0) = ω(0)W ′(β−) < 0

and so in both cases v′ε(t) < 0 for all t > 0 small. It follows from (3.53), that
v′ε(t) < 0 for all t > 0 such that vε(t) ≥ a + τ0ε

1/2. Since vε(T ) = βε, this
implies that there exist Lε < Mε < Nε such that vε([0, Lε]) ⊇ [a + τ0ε

1/2, β−]
and vε([Mε, Nε]) ⊇ [β−, βε]. Then by (3.65), and (3.17), we obtain

dW (α, b)ω(0) + Cε = dW (β−, b)ω(0) + Cε ≥ G(1)
ε (vε) ≥ G(1)

ε (v; [0, Lε] ∪ [Mε, Nε])

≥
∫

[0,Lε]∪[Mε,Nε]

2W 1/2(vε)|v′ε|ω dt

≥
∫

[0,Lε]∪[Mε,Nε]

2W 1/2(vε)|v′ε| dt(ω(0)− ω0)

=
(

dW (a+ τ0ε
1/2, β−) + dW (β−, βε)

)
(ω(0)− ω0).

Using the fact that dW (·, r) and dW (s, ·) are Lipschitz continuous and (3.22), it
follow that

dW (β−, b)ω(0)+Cε ≥ (dW (a, β−)+dW (β−, b)−L(B0ε
γ +2τ0ε

1/2))(ω(0)−ω0),

or, equivalently,

[dW (a, β−) + dW (β−, b)]ω0 + C(εγ + ε1/2) ≥ dW (a, β−)ω(0) ≥ dW (a, α−)ω(0),

which contradicts (3.60), provided we take 0 < ε < ε0 with ε0 sufficiently small
(depending only on α− and W ).

This contradiction shows that if α = β−, then v′ε(0) > 0 and so we are back
to Substep 3 a.

Substep 3 c. Finally, we consider the case in which αε > β−. We claim
that vε > β− in I. Indeed, assume by contradiction that Rε exists. Then
v′ε(Rε) ≤ 0 and so by (3.53), v′ε(t) < 0 for all t > 0 such that vε(t) ≥ a+ τ0ε

1/2.
Since vε(T ) = βε, this implies that there exist Rε < Lε < Mε < Nε such that
vε([Rε, Lε]) ⊇ [a+ τ0ε

1/2, β−] and vε([Mε, Nε]) ⊇ [β−, βε]. Then by (3.65), and
(3.17), we have

dW (α, b)ω(0) + Cε ≥ G(1)
ε (vε) ≥ G(1)

ε (v; [R,Lε] ∪ [Mε, Nε])

≥
∫

[0,Lε]∪[Mε,Nε]

2W 1/2(vε)|v′ε|ω dt

≥
∫

[0,Lε]∪[Mε,Nε]

2W 1/2(vε)|v′ε| dt(ω(0)− ω0)

=
(

dW (a+ τ0ε
1/2, β−) + dW (β−, βε)

)
(ω(0)− ω0).

Using the fact that dW (·, r) and dW (s, ·) are Lipschitz continuous and (3.22), it
follow that

dW (α, b)ω(0) +Cε ≥ (dW (a, β−) + dW (β−, b)−L(B0ε
γ + 2τ0ε

1/2))(ω(0)− ω0),
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or, equivalently,

[dW (a, β−) + dW (β−, b)]ω0 + C(εγ + ε1/2) ≥ dW (a, α)ω(0) ≥ dW (a, α−)ω(0),

which contradicts (3.60), provided we take 0 < ε < ε0 with ε0 sufficiently small
(depending only on α− and W ).

Step 4. To prove Item (iii), assume that Tε exists. Assume by contradiction
that there exists a first time Qε > Tε such that vε = b−τ0ε1/2. Then v′ε(Qε) ≤ 0,
but so by (3.53) and (3.54), v′ε(t) < 0 for all t ≥ Qε such that vε(t) ≥ a+τ0ε

1/2.
Since vε(T ) = βε, there exists a first time Sε such that vε = a+ τ0ε

1/2. Hence,
vε([0, Tε]) ⊇ [αε, βε − εk] and vε([Qε, Sε]) ⊇ [a + τ0ε

1/2, b − τ0ε1/2]. Then by
(3.65), and (3.17), we have

dW (α, b)ω(0) + Cε ≥ G(1)
ε (vε) ≥ G(1)

ε (v; [0, Tε] ∪ [Qε, Sε])

≥
∫

[0,Tε]∪[Qε,Sε]

2W 1/2(vε)|v′ε|ω dt

≥
∫

[0,Tε]∪[Qε,Sε]

2W 1/2(vε)|v′ε| dt(ω(0)− ω0)

=
(

dW (αε, βε − εk) + dW (a+ τ0ε
1/2, b− τ0ε1/2)

)
(ω(0)− ω0).

Using the fact that dW (·, r) and dW (s, ·) are Lipschitz continuous and (3.22), it
follow that

dW (α, b)ω(0) + Cε ≥ (dW (α, b) + dW (a, b)− C(εk + εγ + ε1/2))(ω(0)− ω0),

or, equivalently,

[dW (a, β−)+dW (β−, b)]ω0 +C(εk+εγ+ε1/2) ≥ dW (a, b)ω(0) ≥ dW (a, α−)ω(0),

which contradicts (3.60), provided we take 0 < ε < ε0 with ε0 sufficiently small
(depending only on α−, β−, and W ).

3.4 Second-Order Γ-liminf

In this subsection, we prove the lim inf counterpart of Theorem 3.6.

Theorem 3.15 (Second-Order Γ-Liminf) Assume that W satisfies (2.1)-
(2.4), that that α− satisfies (2.5), and that ω satisfies (3.1), (3.17), and (3.20).
Let α− ≤ αε, βε ≤ b satisfy (3.22) and let vε be the minimizer of Gε obtained
in Theorem 3.8. Then there exist 0 < ε0 < 1, C > 0, and l0 > 1, depending
only on α−, A0, B0, T , ω, and W , such that

G(2)
ε (vε) ≥ 2ω′(0)

∫ l

0

W 1/2(wε)w
′
εs ds−Ce−lµ (lµ+ 1)−Cε1/2l2−Cεγ1 | log ε|2+γ0

for all 0 < ε < ε0 and l > l0, where wε(s) := vε(εs) for s ∈ [0, T ε−1] satisfies

lim
ε→0+

∫ l

0

W 1/2(wε)w
′
εs ds =

∫ l

0

W 1/2(zα)z′αs ds
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for every l > 0 and where zα solves the Cauchy problem (1.8). In particular,

lim inf
ε→0+

G(2)
ε (vε) ≥ 2ω′(0)

∫ ∞
0

W 1/2(zα)z′αs ds.

Note that Theorems 3.6 and 3.15 together provide the second-order asymp-
totic development by Γ-convergence for the functionals Gε defined in (3.38). To
prove Theorem 3.15, it is convenient to rescale the functionals Gε. We define

Hε(w) :=

∫ Tε−1

0

(W (w(s)) + (w′(s))2)ωε(s) ds (3.68)

for all w ∈H1((0, T ε−1)) such that

w(0) = αε, w(Tε−1) = βε, (3.69)

where
ωε(s) := ω(εs). (3.70)

Note that if vε is the minimizers of Gε obtained in Theorem 3.8, then

wε(s) := vε(εs), s ∈ [0, T ε−1] (3.71)

is a minimizer of Hε.
We prove that the functions wε necessarily converge.

Lemma 3.16 Assume that the hypotheses of Theorem 3.15 hold. Let wε be as
in (3.71). Then wε ⇀ zα in H1((0, l)) for every l ∈ N, where zα solves the
Cauchy problem (1.8). Moreover, the family

|w′ε(t)| ≤ C for all t ∈ (0, T ε−1)

and all 0 < ε < 1, where the constant C > 0 depends only on ω, T , a, b, and
W .

Proof. Extend wε to be βε for t ≥ Tε−1. The fact that the family {w′ε}ε
is uniformly bounded in L∞(R+) follows from Corollary 3.9. Furthermore, we
have that the functions wε are bounded in L∞(R+) by (3.41). Let εn → 0+.
After a diagonalization argument, we can find a subsequence {εnk}k of {εn}n
and w0 ∈ H1

loc(R+) such that

wεnk ⇀ w0 in H1
loc(R+). (3.72)

For simplicity, in what follows, we write ε in place of εnk .
Since wε(0) = αε → α, we have that that w0(0) = α. By Theorem 3.8 and

(3.71), we obtain{
2(w′εωε)

′ −W ′(wε)ωε = 0 on (0, T ε−1),

wε(0) = αε, wε(Tε
−1) = βε.

(3.73)
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Hence for every φ ∈ C∞c (R+) and for ε small enough we find that∫ Tε−1

0

2w′εωεφ
′ +W ′(wε)ωεφds = 0.

Letting ε→ 0 and using (3.70) and (3.72) gives∫
R

2w′0ω(0)φ′ +W ′(w0)ω(0)φds = 0,

which then shows that w0 solves the initial value problem{
2w′′0 = W ′(w0) in R+,
w0(0) = α.

(3.74)

Furthermore, by (3.41) we know that a ≤ w0 ≤ b, which by (3.74) implies that
|w′′0 | ≤ C. Also, by (3.65), the fact that Hε(wε) = Gε(vε),

ω(0)

∫ l

0

((w′0)2 +W (w0)) ds ≤ lim
ε→0

∫ l

0

((w′ε)
2 +W (wε))ωε ds

≤ lim
ε→0+

Hε(wε) = dW (α, b)ω(0)

for every l ∈ N, and thus∫ ∞
0

((w′0)2 +W (w0)) ds ≤ dW (α, b). (3.75)

If α = b, then this inequality implies that w0 ≡ b. Otherwise, if α < b, (3.75)
combined with the fact that |w′′0 (t)| ≤ C for all t ∈ R+ (by (3.74)) implies that
lims→+∞ w′0(s) = 0. In turn, |w′0(t)| ≤ C for all t ∈ R+, and since

lim inf
t→∞

W (w0) = 0

in view (3.75), we have that

either lim
t→∞

w0(t) = a or lim
t→∞

w0(t) = b.

By integrating (3.74) we find that

(w′0)2 = W (w0). (3.76)

We now distinguish two cases. If β− < α < b, we define Rε = 0. On the other
hand, if α ≤ β−, then by Theorem 3.14, we have that Rε ≤ Cε, where Rε
is the first time in [0, Tε] such that vε = max{αε, β−}. Hence, in both cases
wε(ε

−1Rε) = vε(Rε) ≥ β−. Since ε−1Rε ≤ C, by extracting a subsequence, we
can assume that ε−1Rε → s0. In turn, w0(s0) = max{a, β−}. It follows from
(3.76), that w′0(s0) = W 1/2(max{a, β−}) > 0. Hence, w0 is increasing after s0

and so it is the unique solution to the Cauchy problem{
w′0 = W 1/2(w0),
w0(s0) = max{a, β−}.
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By uniqueness, it follows that a < w0(s) < b for all s, which means that w0 is
strictly increasing. In turn, {

w′0 = W 1/2(w0),
w0(0) = α,

and
lim
t→∞

w0(t) = b.

This shows that w0 = zα. Using the fact that {εn}n was an arbitrary sequence,
the statement of the lemma follows.

Next, we will use the previous lemmas to derive a second-order liminf in-
equality, which immediately implies Theorem 3.15.
Proof of Theorem 3.15. By Theorem 3.14, we have vε(Tε) ≥ βε − εk for all
0 < ε < ε0, where Tε = 0 if vε > βε − εk in I and otherwise Tε is the first time
that vε = βε − εk, and we have Tε ≤ Cε| log ε|. Moreover, vε(t) ∈ [β−, βε − εk]
for t ∈ [Rε, Tε], where Rε < Tε is either the first time such that vε = β− or
Rε = 0 and vε > β− in I.

Here, ε0 and C depend only on α−, β−, A0, B0, T , ω, W . In what follows, we
will take ε0 smaller and C larger, if necessary, preserving the same dependence
on the parameters of the problem.

Setting lε := ε−1Tε, we have that

wε(lε) ≥ βε − εk, (3.77)

for 0 < ε < ε0, where
lε ≤ C| log ε|. (3.78)

By (3.68) we have

Hε(wε)− dW (α, b)ω(0)

ε

= ε−1

∫ lε

0

(W 1/2(wε)− w′ε)2ωε ds+ 2ε−1

∫ lε

0

W 1/2(wε)w
′
ε(ωε − ω(0)) ds

+ ε−1

∫ Tε−1

lε

(
W (wε) + (w′ε)

2
)
ωε ds+ ε−1ω(0)

(
2

∫ lε

0

W 1/2(wε)w
′
ε ds− dW (α, b)

)

≥ 2ε−1

∫ lε

0

W 1/2(wε)w
′
ε(ωε − ω(0)) ds+ ε−1ω(0)

(
2

∫ lε

0

W 1/2(wε)w
′
ε ds− dW (α, b)

)
=: A+ B.

To estimate B, observe that by the change of variables r = wε(s), we obtain

2

∫ lε

0

W 1/2(wε)w
′
ε ds = 2

∫ wε(lε)

αε

W 1/2(r) dr

= 2

∫ b

α

W 1/2(r) dr − 2

∫ α

αε

W 1/2(r) dr − 2

∫ b

wε(lε)

W 1/2(r) dr.
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By (3.22),

2

∣∣∣∣∫ α

αε

W 1/2(r) dr

∣∣∣∣ ≤ 2 max
[a,b]

W 1/2|αε − α| ≤ Cεγ .

On the other hand, by (2.6), (3.22), and (3.77),

2

∫ b

wε(lε)

W 1/2(r) dr ≤ C
∫ b

wε(lε)

(b− r) dr = C(b− wε(lε))2 ≤ C(ε2k + ε2γ).

Hence,
B ≥ −C(εγ + ε2k).

To estimate A, we use Taylor’s formula and assumption (3.1) to get

|ωε(s)− ω(0)− εsω′(0)| ≤ |ω′|C0,dε1+d|s|1+d.

Using (3.41), Lemma 3.16 and (3.78), we have∣∣∣∣∣ε−1

∫ lε

0

W 1/2(wε)w
′
εε

1+d|s|1+d ds

∣∣∣∣∣ ≤ Cεd| log ε|2+d.

Thus, we find that

A ≥ 2ω′(0)

∫ lε

0

W 1/2(wε)w
′
εs ds− Cεd| log ε|2+d (3.79)

= 2ω′(0)

∫ l

0

W 1/2(wε)w
′
εs ds+ 2ω′(0)

∫ lε

l

W 1/2(wε)w
′
εs ds− Cεd| log ε|2+d

=: A1 +A2 − Cεd| log ε|2+d,

where l is fixed.
To estimate A2, we distinguish two cases. If lε ≤ l, then we use the fact that

vε(t) ≥ b− τ0ε1/2 for all t ∈ [Tε, T ] to obtain

0 ≤ b− vε(t) ≤ τε1/2.

In turn, by (2.6),

W 1/2(wε(s)) ≤ σ−1(b− wε(s)) ≤ Cε1/2

for all s ∈ [lε, l]. Hence, also by Lemma 3.16,

A2 ≥ −2|ω′(0)|
∫ l

lε

W 1/2(wε)|w′ε|s ds ≥ −Cε1/2l2.

On the other hand, if lε > l, since vε(t) ∈ [β−, βε − εk] for t ∈ [Rε, Tε], where
Rε < Tε is either the first time such that vε = β− or Rε = 0 and vε > β− in I,
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we have that [Rε, Tε] is a maximal interval of the set Bkε defined in (3.46), and
so by Theorem 3.10, and (3.22),

b− vε(t) ≤ (b− vε(Rε))e−µ(t−Rε)ε−1

+ (b− vε(Tε))e−µ(Tε−t)ε−1

≤ (b− vε(Rε))e−µ(t−Rε)ε−1

+ (b− βε + εk)

≤ be−µ(t−Rε)ε−1

+B0ε
γ + εk

for t ∈ [Rε, Tε]. By Theorem 3.14, we have that Rε ≤ Cε. It follows that
rε := ε−1Rε ≤ C and

0 ≤ b− wε(s) ≤ be−µ(s−rε) +B0ε
γ + εk

for all s ∈ [rε, lε] and all 0 < ε < ε0. Using (2.6) and Lemma 3.16, we have

A2 ≥ −C
∫ lε

l

(b− wε)s ds ≥ −Cρ
∫ ∞
l

e−µ(s−rε)s ds+ C(εγ + εk)l2ε

≥ −Ceµrεe−lµ (lµ+ 1)− C(εγ + εk)l2ε

≥ −Ce−lµ (lµ+ 1)− C(εγ + εk) log2 ε

where we used (3.78) and the fact that rε ≤ C and we take l > C ≥ rε. Using
this estimate in (3.79) gives

A ≥ 2ω′(0)

∫ l

0

W 1/2(wε)w
′
εs ds− Ce−lµ (lµ+ 1)− Cl2ε1/2 − Cεγ1 | log ε|2+d,

where γ1 = min{d, γ, k}. Combining the estimates for A and B gives

Hε(wε)− dW (α, b)ω(0)

ε
≥ 2ω′(0)

∫ l

0

W 1/2(wε)w
′
εs ds− Ce−lµ (lµ+ 1)

− Cl2ε1/2 − Cεγ1 | log ε|2+d

(3.80)

for all 0 < ε < ε0 and all l > C.
By (3.72), we can write

lim
ε→0+

∫ l

0

W 1/2(wε)w
′
εs ds =

∫ l

0

W 1/2(zα)z′αs ds.

Taking first ε → 0+ and then l → ∞ and using the Lebesgue dominated con-
vergence theorem and (2.11) gives

lim inf
ε→0+

Hε(wε)− dW (α, b)ω(0)

ε
≥ 2

∫ ∞
0

W 1/2(zα)z′αs ds ω
′(0). (3.81)

Since H(wε) = G
(1)
ε (vε), this concludes the proof.
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4 Properties of Minimizers of Fε

In this section, we study qualitative properties of critical points and minimiz-
ers of the functional Fε given in (1.1) and subject to the Dirichlet boundary
conditions (1.2).

The following theorem is the analog of Lemma 4.3 in Sternberg and Zumbrun
[29]. Here, we replace the mass constraint with Dirichlet boundary conditions.

Recall (2.19).

Theorem 4.1 Let Ω ⊂ RN be an open, bounded, connected set with boundary
of class C2,d , 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε satisfy
(1.11), (2.12)-(2.14). Let uε ∈ H1(Ω) be a critical point of (1.1) subject to the
Dirichlet boundary condition (1.2). Then

a ≤ uε(x) ≤ b for all x ∈ Ω. (4.1)

Moreover, for every
0 < ρ < b− c, (4.2)

there exist µρ > 0 and Cρ > 0, independent of ε, such that for all ε sufficiently
small the following estimates hold

0 ≤ b− uε(x) ≤ Cρe−µρ dist(x,Kρ)/(2ε) for x ∈ Ω \Kρ, (4.3)

where Kρ := {x ∈ Ω : uε(x) ≤ b− ρ} ∪ Ωε| log ε|.

The proof relies on the following proposition, which is essentially due to
Sternberg and Zumbrun [29, Proposition 4.1].

Proposition 4.2 Let Ω ⊂ RN be an open, bounded, connected set with C1

boundary and let K ⊂ Ω be a compact set. Suppose that v : Ω→ R is a function
in C2(Ω) ∩ C1(Ω) satisfying the conditions{

ε2∆v ≥ µ2v in Ω \K,
v ≤M on ∂K,

(4.4)

where µ > 0 and M is a positive constant (not necessarily independent of ε).
Then there exists a constant C0 independent of ε such that

v(x) ≤ C0Me−µ dist(x,K)/(2ε) for x ∈ Ω \K

for all ε > 0 sufficiently small.

Proof. By the maximum principle, v ≤M in Ω \K. Let

Kε := {x ∈ Ω : dist(x,K) ≤ ε}.

Consider the radial function φ(x) := e−µ|x|/ε. Letting r = |x|, we have that

ε2∆φ = ε2

(
∂2φ

∂r2
+
N − 1

r

∂φ

∂r

)
= µ2e−µr/ε − N − 1

r
εµe−µr/ε ≤ µ2φ. (4.5)
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Define

q(x) := M1ε
−N
∫
Kε

e−µ|x−y|/εdy, x ∈ Ω \Kε,

where M1 > 0 is to be determined. If x ∈ Ω \ Kε, then we can differentiate
under the integral sign and use (4.5) to find

ε2∆q ≤ µ2q in Ω \Kε. (4.6)

If x0 ∈ Ω and dist(x0,K) ≥ ε, then there exists y0 ∈ K such that |x0 − y0| =
dist(x0,K) ≥ ε. In particular, Ω ∩B(y0, ε) ⊆ Kε, and hence,

q(x0) ≥M1ε
−N
∫

Ω∩B(y0,ε)

e−µ|x0−y|/εdy ≥M1ε
−Ne−µ dist(x,K)/εe−µ|Ω∩B(y0, ε)|,

(4.7)
where we used the fact that if y ∈ B(y0, ε), then |y − x0| ≤ |y − y0| + |y0 −
x0| < dist(x0,K) + ε. If B(y0, ε/2) ⊆ Ω, then |Ω ∩ B(y0, ε)| ≥ |B(y0, ε/2)| =
αN2−NεN , where αN = |B(0, 1)|. Otherwise, there exists y1 ∈ B(y0, ε/2) ∩
∂Ω. Since ∂Ω is of class C1, it is Lipschitz continuous, hence, by taking by
taking ε sufficiently small, we can find a cone Ky1,ε with vertex y1 and vertex
angle depending on the Lipschitz constant associated to Ω such that Ky1,ε ∩
B(y1, ε/2) ⊆ Ω∪{y1}. Since y1 ∈ B(y0, ε/2), we have that Ky1,ε ∩B(y1, ε/2) ⊆
(Ω ∩B(y0, ε)) ∪ {y1}, and so

LN (Ω ∩B(y0, ε)) ≥ LN (Ky1,ε ∩B(y1, ε/2)) = c0ε
N .

This shows that LN (Ω ∩B(y0, ε)) ≥ min{c0, αN2−N}εN . Take

M1 := Me2µ/min{c0, αN2−N}.

Observe that if x0 ∈ ∂Kε ∩ Ω, then dist(x0,K) = ε, and so by (4.7),

q(x0) ≥M1e
−2µ min{c0, αN2−N} ≥M, (4.8)

while if x0 ∈ ∂Ω \Kε, then

q(x0) ≥M1e
−µ dist(x,K)/εe−µ min{c0, αN2−N} ≥Meµ−µ dist(x,K)/ε (4.9)

Next we estimate q from above on Ω \ Kε. If x0 ∈ Ω \ Kε, then |x0 − y| ≥
dist(x0,Kε) for all y ∈ Kε, and so,

q(x0) = M1ε
−N
∫
Kε

e−µ|x0−y|/(2ε)e−µ|x0−y|/(2ε)dy

≤M1ε
−Ne−µ dist(x0,Kε)/(2ε)

∫
Kε

e−µ|x0−y|/(2ε)dy (4.10)

≤M1ε
−Ne−µ dist(x0,Kε)/(2ε)

∫
RN\B(x0,dist(x0,Kε))

e−µ|x0−y|/(2ε)dy

= M1ε
−Ne−µ dist(x0,Kε)/(2ε)βN

∫ ∞
dist(x0,Kε)

e−µr/(2ε)rN−1dr

≤M1e
−µ dist(x0,Kε)/(2ε)βN

∫ ∞
0

e−µt/2tN−1dt =: MC0e
−µ dist(x0,Kε)/(2ε),
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where we set βN := HN−1(SN−1), we used spherical coordinates, and made the
change of variables t := r/ε.

If we now define w := v−q, by (4.4) and (4.6), we have that ε2∆w ≥ µ2w in
in Ω \Kε, while by the fact that v ≤M in Ω \K and (4.8), w ≤ 0 in ∂Kε ∩Ω.
Finally, if x ∈ ∂Ω \Kε, by (4.4) and (4.9),

w(x) ≤Me−µ dist(x,K)/(2ε) −Meµ−µ dist(x,K)/ε ≤ 0.

Hence, we have shown that{
ε2∆w ≥ µ2w in Ω \Kε,
w ≤ 0 on ∂(Ω \Kε).

It follows from the maximum principle that w ≤ 0 in Ω \Kε, that is,

v(x) ≤ q(x) ≤MC0e
−µ dist(x,Kε)/(2ε), x ∈ Ω \Kε.

Finally, observe that if x ∈ Ω \K, then dist(x,Kε) ≤ dist(x,K) + ε, and so

v(x) ≤MC0e
−µ/2e−µ dist(x,K)/(2ε), x ∈ Ω \Kε.

On the other hand, if x ∈ K \ Kε, then dist(x,K) ≤ ε and so, using the fact
that v ≤M in Ω \K, we have

v(x) ≤M ≤M e−µ dist(x,K)/(2ε)

e−µ/2
,

which concludes the proof.
We turn to the proof of Theorem 4.1.

Proof of Theorem 4.1. To prove (4.1), assume that there exists x0 ∈ Ω such
that uε(x0) ≥ b. Assume first that uε(x0) > b. Since W ′(s) > 0 for s > b and
uε ≤ b on ∂Ω, we can assume that uε achieves its maximum at x0. But then,

0 ≥ ∆uε(x0) =
1

2ε2
W ′(uε(x0)) > 0.

Similarly, we can conclude that uε ≥ a.
Next, let v := b− uε. In Ω \Kρ, we have that

ε2∆v = −1

2

W ′(uε)

b− uε
v =

1

2

W ′(b)−W ′(uε)
b− uε

v ≥ µ2
ρv,

where

µ2
ρ :=

1

2
sup

b−ρ≤s<b

W ′(b)−W ′(s)
b− s

> 0

by (2.2), (2.4), and (4.2). Taking M := b, we can apply Proposition 4.2 to
obtain (4.3).
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Remark 4.3 If W is symmetric with respect to c, or, more generally, if c :=
a+b

2 , then
a < uε(x) < b

for all x ∈ Ω. To see this, suppose first that a = −1, c = 0, and b = 1. Assume
that there exists x0 ∈ Ω such that uε(x0) = ±1. Let

vε := u2
ε − 1.

Then for all x ∈ Ω such that −1 < uε(x) < 1,

∆vε = ∆(u2
ε) = 2

N∑
i=1

∂

∂xi

(
uε
∂uε
∂xi

)
= 2

N∑
i=1

(
∂uε
∂xi

)2

+ 2uε∆uε

= 2|∇uε|2 +
uε
ε2
W ′(uε) ≥

uε
ε2

W ′(uε)

u2
ε − 1

vε.

Since W ′(s) > 0 for −1 < s < 0 and W ′(s) < 0 for 0 < s < 1, we have that
sW ′(s)
s2−1 ≥ 0. Moreover,

sW ′(s)

s2 − 1
=

s

s+ 1

W ′(s)−W ′(1)

s− 1
→ 1

2
W ′′(1) > 0

as s→ 1− and

sW ′(s)

s2 − 1
=

s

s− 1

W ′(s)−W ′(−1)

s+ 1
→ 1

2
W ′′(−1) > 0

as s→ −1+. Hence, by defining

cε(x) :=


uε
ε2
W ′(uε)
u2
ε−1 if − 1 < uε(x) < 1,

1
2ε2W

′′(1) if uε(x) = 1,
1

2ε2W
′′(−1) if uε(x) = −1,

we have that
∆vε ≥ cε(x)vε(x),

where cε(x) ≥ 0. Moreover, vε = u2
ε − 1 = g2

ε − 1 < 0 on ∂Ω. Since vε(x0) = 0,
it follows from [15, Theorem 4, Chapter 6] that vε is constant in Ω, which is a
contradiction.

To remove the additional condition that a = −1 and b = 1, it suffices to
replace W with

W̄ (r) := W

(
b− a

2
r +

a+ b

2

)
and uε with ūε := 2

b−auε −
a+b
b−a .
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Theorem 4.4 Let Ω ⊂ RN be an open, bounded, connected set with boundary
of class C2,d , 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε
satisfy (1.11), (2.12)-(2.14). Let uε ∈ H1(Ω) be a minimizer of (1.1) subject
to the Dirichlet boundary condition (1.2). Then there exists a constant C > 0
depending only on N such that

|∇uε(x)| ≤ C

ε
for all x ∈ Ω \ Ωε.

Moreover, under the additional hypothesis that gε ∈ C2(Ω), with

‖∇2gε‖L∞(Ω) ≤
M

ε2
,

for some constant M > 0, there exists a constant C > 0 depending only on Ω
and M , such that

|∇uε(x)| ≤ C

ε
for all x ∈ Ω.

The following lemma is due to Bethuel, Brezis, and Hélein [8, Lemma A.1,
Lemma A.2].

Lemma 4.5 Let Ω ⊂ RN be an open, bounded set, and let f ∈ L∞(Ω). Assume
that u ∈ H1(Ω) ∩ L∞(Ω) is a weak solution to

∆u = f in Ω.

Then for every x ∈ Ω,

|∇u(x)|2 ≤ C
(
‖u‖L∞(Ω)‖f‖L∞(Ω) +

1

dist2(x, ∂Ω)
‖u‖2L∞(Ω)

)
,

where C > 0 is a constant depending only on N .
Moreover, if u ∈ H1

0 (Ω), then

‖∇u‖2L∞(Ω) ≤ C‖u‖L∞(Ω)‖f‖L∞(Ω),

where C > 0 is a constant depending only on Ω.

We turn to the proof of Theorem 4.4.
Proof of Theorem 4.4. By Lemma 4.5, for every x ∈ Ω \ Ωε,

|∇uε(x)|2 ≤ C

(
‖uε‖L∞(Ω)

∥∥∥∥ 1

2ε2
W ′(uε)

∥∥∥∥
L∞(Ω)

+
1

dist2(x, ∂Ω)
‖uε‖2L∞(Ω)

)

≤ C
(

max{|a|, |b|}max
[a,b]
|W ′| 1

2ε2
+

1

ε2
max{|a|2, |b|2}

)
,

where we used the facts that a ≤ uε ≤ b (4.1).
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To prove the last statement, observe that the function vε := uε−gε ∈ H1
0 (Ω)

is a weak solution to{
∆vε = 1

2ε2W
′(uε)−∆gε in Ω,

vε = 0 on ∂Ω.

It now suffices to apply the second part of Lemma 4.5.

Given the functional

F (u) :=

∫
Ω

(W (u) + |∇u|2) dx,

we say that a function u ∈ H1(Ω) is a local minimizer of F if for every U b Ω
and all w ∈ H1(Ω) with support contained in U , we have that F (u+v) ≥ F (u).
The following theorem is a special case of a result of Caffarelli and Cordoba [10]
(we refer to the paper for the general statement).

Theorem 4.6 Assume that W satisfies hypotheses (2.1)-(2.4). Let u ∈ H1(B(0, R)),
with a ≤ u ≤ b, R > 2, be a local minimizer of

F (v) :=

∫
B(0,R)

(W (v) + |∇v|2) dx, v ∈ H1(B(0, R)), (4.11)

and assume that for a < λ < b there exists cλ > 0 such that

LN (B(0, 1) ∩ {u > λ}) > c0.

Then there exists c1 > 0 (depending only on λ, c0, N , and W ) such that

LN (B(0, r) ∩ {u > λ}) > c1r
N

for every 1 < r < R.

Remark 4.7 A similar estimate continues to hold if we replace {u > λ} with
{u < λ} in Theorem 4.6. To see this, define W̄ (s) := W (a+ b− s), and observe
that if u ∈ H1(B(0, R)) is a local minimizer of (4.11), then v := −u+ a+ b, is
a local minimizer of

F̄ (w) :=

∫
B(0,R)

(W̄ (w) + |∇w|2) dx, v ∈ H1(B(0, R)).

Moreover, {u < λ} = {v > a+ b−λ}, where a+ b−λ ∈ (a, b). Hence, it suffices
to apply Theorem 4.6 to F̄ .

Theorem 4.8 Let Ω ⊂ RN be an open, bounded, connected set with boundary
of class C2,d , 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε
satisfy (1.11), (2.12)-(2.14). Suppose also that (1.12) holds. Let uε ∈ H1(Ω) be
a minimizer of (1.1) subject to the Dirichlet boundary condition (1.2). Then

uε → b in L1(Ω).
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Moreover, for every a < λ < b and for every δ > 0, there exists εδ > 0 such that

{uε ≤ λ} ⊆ Ωδ (4.12)

for all 0 < ε < εδ.

Proof. The fact that uε → b in L1(Ω) follows from (1.12) and standard prop-
erties of Γ-convergence (see [9, Theorem 1.21]). Next, we prove (4.12). Given
a < λ < b and R > 0, assume by contradiction that there exist εn → 0+ and
xn ∈ Ω \ Ω2R such that uεn(xn) ≤ λ. By compactness, we can assume that
xn → x0. Define vn(y) := uεn(xn + εny), y ∈ B(0, R/εn). By a change of
variables, and the minimality of uεn , we have that vn is a local minimizer of

F (v) :=

∫
B(0,R/εn)

(W (v) + |∇v|2) dx.

By Theorem 4.4 applied to uε in Ω \ Ωε, there exists C0 > 0 such that

|∇vn(y)| ≤ C0 for all y ∈ B(0, R/εn)

provided 0 < ε < 2R. Given λ < λ1 < b, since vn(0) ≤ λ, it follows that

vn(y) ≤ vn(0) + C0|y| ≤ λ+ C0|y| < λ1

for all y ∈ B(0, (λ1 − λ)/C0), where, without loss of generality, we assume that
(λ1 − λ)/C0 < 1. Hence,

LN (B(0, 1) ∩ {vn < λ1}) ≥ LN (B(0, (λ− λ1)/C0)) = c0.

It follows from Remark 4.7 that there exists c1 > 0 (depending only on λ, c0,
N , and W ) such that

LN (B(0, r) ∩ {vn < λ1}) > c1r
N

for every 1 < r < R/εn. By the change of variables x := xn + εny, we find

LN (B(xn, εnr) ∩ {uεn < λ1}) > c1(εnr)
N

for every 1 < r < R/εn. As a consequence,

LN (B(xn, R) ∩ {uεn < λ1}) ≥ c1RN .

But this is a contradiction, since B(xn, R) ⊆ B(x0, 2R) ⊆ Ω, and uε → b in
L1(Ω).

Theorem 4.9 Let Ω ⊂ RN be an open, bounded, connected set with boundary
of class C2,d , 0 < d ≤ 1. Assume that W satisfies (2.1)-(2.4) and that gε satisfy
(1.11), (2.12)-(2.14). Let 0 < δ << 1 and suppose that (1.12) holds. Then there
exist µ > 0 and C > 0, independent of ε and δ, such that for all ε sufficiently
small the following estimate holds

0 ≤ b− uε(x) ≤ Ce−µδ/ε for x ∈ Ω \ Ω2δ. (4.13)
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Proof. Fix ρ as in (4.2). By Theorem 4.1, there exist µ > 0 and C > 0,
independent of ε, such that for all ε sufficiently small the following estimates
hold

0 ≤ b− uε(x) ≤ Ce−µ dist(x,Kρ)/(2ε) for x ∈ Ω \Kρ, (4.14)

where Kρ := {x ∈ Ω : uε(x) ≤ b − ρ} ∪ Ωε| log ε|. By Theorem 4.8, there exists
εδ,ρ > 0 such that

{uε ≤ b− ρ} ⊆ Ωδ (4.15)

for all 0 < ε < εδ,ρ. Thus,

0 ≤ b− uε(x) ≤ Ce−µδ/(2ε)

for all x ∈ Ω \ Ω2δ.

5 Second-Order Γ-Limit

In this section, we finally prove Theorem 1.1.

Theorem 5.1 (Second-Order Γ-Limsup) Assume that Ω ⊂ RN is an open,
bounded, connected set and that its boundary ∂Ω is of class C2,d, 0 < d ≤ 1.
Assume that W satisfies (2.1)-(2.4) and that gε satisfy (1.11), (2.12)-(2.14).
Suppose also that (1.12) holds. Then there exists {uε}ε in H1(Ω) such that
truε = gε on ∂Ω, uε → b in L1(Ω), and

lim sup
ε→0+

F (2)
ε (uε) ≤

∫
∂Ω

κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s dsdH

N−1(y)

where zg(y) solves the Cauchy problem (1.8) with α = g(y).

Proof. By Lemma 2.6, for δ > 0 sufficiently small the function Φ : ∂Ω× [0, δ]→
Ωδ is of class C1 d. In turn, the function

ω(y, t) := detJΦ(y, t)

is of class C1,d and
ω1 := min

y∈∂Ω
ω(y, 0) > 0.

Fix

0 < ω0 <
1

4

CW − dW (a, α−)

CW
ω1. (5.1)

By taking δ > 0 sufficiently small, we can assume that

|ω(y, t1)− ω(y, t2)| ≤ ω0 (5.2)

for all y ∈ ∂Ω and all t1, t2 ∈ [0, δ].
Let δε → 0+ as ε→ 0+, and for each y ∈ Ω define

Ψε(y, r) :=

∫ r

gε(y)

ε

(δε +W (s))1/2
ds, (5.3)
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and
0 ≤ Tε(y) := Ψε(y, b). (5.4)

Note that Tε ∈ C1(Ω) with

Tε(y) ≤
∫ b

g−

ε

(δε +W (s))1/2
ds

≤ −σ
2
ε log(σ2δε) + σε log(1 + 2(b− a))

by (1.11) and Proposition 2.2. Hence, there exist C0 > 0 and ε0 > 0, depending
only on W such that

Tε(y) ≤ C0ε| log δε| (5.5)

for all 0 < ε < ε0 and all y ∈ ∂Ω.
For each fixed y ∈ ∂Ω, let vε(y, ·) : [0, Tε(y)] → [gε(y), b] be the inverse of

Ψε(y, ·). Then vε (y, 0) = gε(y), vε(y, Tε(y)) = b, and

∂vε
∂t

(y, t) =
(δε +W (vε (y, t)))1/2

ε
(5.6)

for t ∈ [0, Tε(y)]. Assume first that gε ∈ C1(∂Ω). Then by standard results on
the smooth dependence of solutions on a parameter (see, e.g. [30, Section 2.4]),
we have that vε is of class C1 in the variables (y, t). Extend vε(y, t) to be equal
to b for t > Tε(y).

We have
vε(y,Ψε(y, r)) = r

for all gε(y) ≤ r ≤ b. For every y ∈ ∂Ω and every tangent vector τ to ∂Ω at y,
differentiating in the direction τ gives

∂vε
∂τ

(y,Ψε(y, r)) +
∂vε
∂t

(y,Ψε(y, r))
∂Ψε

∂τ
(y, r) = 0.

Hence,
∂vε
∂τ

(y, t) +
∂vε
∂t

(y, t)
∂Ψε

∂τ
(y, r) = 0

for all y ∈ ∂Ω and t ∈ [0, Tε(y)).
By (5.3),

∂Ψε

∂τ
(y, r) = − ε

(δε +W (gε(y)))1/2

∂gε
∂τ

(y),

and so by (5.6), we have

∂vε
∂τ

(y, t) = −∂vε
∂t

(y, t)
∂Ψε

∂τ
(y, r)

=
(δε +W (vε (y, t)))1/2

(δε +W (gε(y)))1/2

∂gε
∂τ

(y)
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for t ∈ [0, Tε(y)), while ∂vε
∂τ (y, t) = 0 for t > Tε(y). Observe that if gε(y) ≥ c,

then since W is decreasing for c ≤ s ≤ b and vε(y, ·) is increasing, we have that

W (vε (y, t)) ≤ W (gε (y)). Hence,
∣∣∂vε
∂τ (y, t)

∣∣ ≤ ∣∣∣∂gε∂τ (y)
∣∣∣. On the other hand, if

gε(y) ≤ c, then by (1.11),

(δε +W (gε(y)))1/2 ≥ min
[g−,c]

W 1/2 =: W0 > 0.

Since a ≤ vε(y, t) ≤ b, in both cases, we have∣∣∣∣∂vε∂τ (y, t)

∣∣∣∣ ≤
{

C
∣∣∣∂gε∂τ (y)

∣∣∣ if y ∈ ∂Ω and t ∈ [0, Tε(y)),

0 if y ∈ ∂Ω and t ∈ (Tε(y), δ].
(5.7)

If gε ∈ H1(∂Ω), a density argument shows that vε ∈ H1(∂Ω × (0, δ)) and that
(5.6) and (5.7) continues to hold a.e.

Set

uε(x) :=

{
vε(Φ

−1(x)) if x ∈ Ωδ,
b if x ∈ Ω \ Ωδ,

. (5.8)

Then uε ∈ H1(Ω), with

|∇uε(x)|2 ≤
∣∣∣∣∂vε∂t (Φ−1(x))

∣∣∣∣2 + C‖∇y‖2L∞(Ωδ)

∣∣∇τvε(Φ−1(x))
∣∣2 , (5.9)

where we used the facts that Φ−1(x) = (y(x),dist(x, ∂Ω)), |∇dist(x, ∂Ω)| = 1,
and τ · ∇ dist(x, ∂Ω) = 0 for every vector τ such that τ · ν(y) = 0.

In view of Lemma 2.6, we can use the change of variables x = Φ(y, t) and
Tonelli’s theorem to write

F (2)
ε (uε) =

∫
∂Ω

∫ δ

0

(
1

ε2
W (uε(Φ(y, t))) + |∇uε(Φ(y, t))|2

)
ω(y, t) dtdHN−1(y)

− 1

ε

∫
∂Ω

d(g(y), b) dHN−1(y)

≤

(∫
∂Ω

∫ δ

0

(
1

ε2
W (vε(y, t)) +

∣∣∣∣∂vε∂t (y, t)

∣∣∣∣2
)
ω(y, t) dtdHN−1(y)

−1

ε

∫
∂Ω

d(g(y), b) dHN−1(y)

)
+ C‖∇y‖2L∞(Ωδ)

∫
∂Ω

∫ δ

0

|∇τvε(y, t)|2 ω(y, t) dtdHN−1(y) =: A+ B.

Taking δε as in (3.37), by Theorem 3.6, there exist constants 0 < ε0 < 1,
C,C0 > 0, and γ0, γ1 > 0, depending only on α−, A0, B0, T , ω, and W , such
that∫ δ

0

(
1

ε2
W (vε(y, t)) +

∣∣∣∣∂vε∂t (y, t)

∣∣∣∣2
)
ω(y, t) dt− 1

ε
dW (b, g(y))

≤
∫ l

0

2W (pε(y, t))t dt
∂ω

∂t
(y, 0) + Ce−2σl (2σl + 1) + Cε2γ l + Cεγ1 | log ε|γ0
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for all 0 < ε < ε0 and all l > 0, where pε(y, t) = vε(y, εt), pε(y, ·)→ zg(y) point-
wise in [0,∞), where zα solves the Cauchy problem (1.8). Hence, by Lemma
2.6,

A ≤
∫
∂Ω

κ(y)

∫ l

0

2W (pε(y, t))t dtdHN−1(y) + Ce−2σl (2σl + 1)

+ Cε2γ l + Cεγ1 | log ε|γ0

for all 0 < ε < ε0 and all l > 0. Since pε(y, t) → zg(y)(t) for all t ∈ [0, l] and
a ≤ pε(y, t) ≤ b, we can apply the Lebesgue dominated convergence theorem to
obtain

lim
ε→0+

∫
∂Ω

κ(y)

∫ l

0

2W (pε(y, t))t dt dHN−1(y)

=

∫
∂Ω

κ(y)

∫ l

0

2W (zg(y)(t))t dt dHN−1(y).

Hence,

lim sup
ε→0+

A ≤
∫
∂Ω

κ(y)

∫ l

0

2W (zg(y)(t))t dt dHN−1(y) + Ce−2σl (2σl + 1) .

By (2.11) and the Lebesgue dominated convergence theorem, the right-hand
side converges to ∫

∂Ω

κ(y)

∫ ∞
0

2W (zg(y)(t))t dt dHN−1(y).

On the other hand, by (5.5) and (5.7),

B ≤ C‖∇y‖2L∞(Ωδ)

∫
∂Ω

|∇τgε(y)|2
∫ Tε(y)

0

ω(y, t) dt dHN−1(y)

≤ Cε| log ε|‖ω‖L∞(∂Ω×[0,δ])

∫
∂Ω

|∂τgε(y)|2 dHN−1(y) = o(1) (5.10)

by (2.13).
In conclusion, we have shown that

F (2)
ε (uε) ≤

∫
∂Ω

κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s ds dH

N−1(y) + o(1).

Step 2: We claim that

uε → u0 in L1(Ω).

In view of Lemma 2.6, we can use the change of variables x := Φ(y, t) and
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Tonelli’s theorem to write∫
Ω

|uε − u0| dx =

∫
∂Ω

∫ δ

0

|uε(Φ(y, t)))− b|ω(y, t) dtdHN−1(y)

=

∫
∂Ω

∫ Tε(y)

0

|vε(y, t)− b|ω(y, t) dtdHN−1(y)

≤ Cε| log ε|,

where we used the fact that vε(y, t) = b for t ≥ Tε(y) and (5.5).
For every measurable set E ⊆ Ω, we define the localized energy

Eε(u,E) :=

∫
E

(
1

ε2
W (u) + |∇u|2

)
dx, u ∈ H1(Ω).

Theorem 5.2 (Second-Order Γ-Liminf) Assume that Ω ⊂ RN is an open,
bounded, connected set and that its boundary ∂Ω is of class C2,d, 0 < d ≤ 1.
Assume that W satisfies (2.1)-(2.4) and that gε satisfy (1.11), (2.12)-(2.14).
Suppose also that (1.12) holds. Then

lim inf
ε→0+

F (2)
ε (uε) ≥

∫
∂Ω

κ(y)

∫ ∞
0

2W 1/2(zg(y)(s))z
′
g(y)(s)s dsdH

N−1(y),

where zα solves the Cauchy problem (1.8) with α = g(y).

Proof. We choose ω and δ as in the proof of Theorem 5.1. By Theorem 4.9
(with Ωδ and Ω2δ replaced by Ωδ/2 and Ωδ, respectively), we can assume that

0 ≤ b− uε(x) ≤ Ce−µδ/ε for x ∈ Ω \ Ωδ (5.11)

for all 0 < ε < εδ.
Write

F (2)
ε (uε) = Eε(uε,Ω \ Ωδ)

+

(
Eε(uε,Ωδ)−

1

ε

∫
∂Ω

dW (g, b) dHN−1

)
=: A+ B.

Since A ≥ 0, it remains to study B. In view of Lemma 2.6, we can use the
change of variables x = Φ(y, t) and Tonelli’s theorem to write

Eε(uε,Ωδ) =

∫
∂Ω

∫ δ

0

(
1

ε2
W (uε(Φ(y, t))) + |∇uε(Φ(y, t))|2

)
ω(y, t) dtdHN−1(y).

Since uε ∈ C1(Ω), if we define

ũε(y, t) := uε(y + tν(y)),
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we have that
∂ũε
∂t

(y, t) =
∂uε
∂ν(y)

(y + tν(y)),

and so,

Eε(uε,Ωδ)−
1

ε

∫
∂Ω

dW (g, b) dHN−1 (5.12)

≥
∫
∂Ω

[∫ δ

0

(
1

ε2
W (ũε(y, t)) +

∣∣∣∣∂ũε∂t (y, t)

∣∣∣∣2
)
ω(y, t) dt− 1

ε
dW (g(y), b)

]
dHN−1(y).

For y ∈ ∂Ω, in view of (5.11), we have that

b− Cρe−µρδ/(2ε) ≤ ũε(y, δ) ≤ b. (5.13)

Let vyε ∈ H1([0, δ]) be the minimizer of the functional

v 7→
∫ δ

0

(
1

ε2
W (v(t)) + |v′(t)|2

)
ω(y, t) dt

defined for all v ∈ H1([0, δ]) such that v(0) = gε(y) and v(δ) = ũε(y, δ). In view
of (2.14) and (5.13), we can apply Theorem 3.15 to find 0 < ε0 < 1, C > 0, and
l0 > 1, depending only on α−, a, b, δ, ω, and W such that

ψε(y) :=

∫ δ

0

(
1

ε2
W (ũε(y, t)) +

∣∣∣∣∂ũε∂t (y, t)

∣∣∣∣2
)
ω(y, t) dt− 1

ε
dW (b, g(y))

≥
∫ δ

0

(
1

ε2
W (vyε (t)) + |(vyε )′(t)|2

)
ω(y, t) dt− 1

ε
dW (b, g(y))

≥ 2
∂ω

∂t
(y, 0)

∫ l

0

W 1/2(wε)w
′
εs ds− Ce−lµ (lµ+ 1)

− Cl2ε1/2 − Cεγ1 | log ε|2+γ0 =: φε(y),

for all 0 < ε < ε0 and l > l0, where wε(s) := vε(εs) for s ∈ [0, δε−1] satisfies

lim
ε→0+

∫ l

0

W 1/2(wε)w
′
εs ds =

∫ l

0

W 1/2(zg(y))z
′
g(y)s ds (5.14)

for every l > 0 and where zg(y) solves the Cauchy problem (1.8) with α = g(y).
By Corollary 3.9, there exists a constant C > 0 depending only on α−, a, b,
δ, ω, and W such that |wε(t)| ≤ C for all t ∈ [0, δε−1] and for all 0 < ε < ε0.
Hence, |φε(y)| ≤ Cl for all y ∈ ∂Ω and for all 0 < ε < ε0. Since ψε−Cl ≥ 0, we
can apply Fatou’s lemma to obtain

lim inf
ε→0+

∫
∂Ω

ψε(y)dHN−1(y) ≥
∫
∂Ω

lim inf
ε→0+

ψε(y)dHN−1(y)

≥
∫
∂Ω

lim inf
ε→0+

φε(y) dHN−1(y)

=

∫
∂Ω

2κ(y)

(∫ l

0

W 1/2(zg(y))z
′
g(y)s ds− Ce

−lµ (lµ+ 1)

)
dHN−1(y).
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Letting l → ∞ and using the Lebesgue monotone convergence theorem for the
first term gives

lim inf
ε→0+

∫
∂Ω

ψε(y)dHN−1(y)

≥
∫
∂Ω

2κ(y)

∫ ∞
0

W 1/2(zg(y)(s))z
′
g(y)(s)s dsdH

N−1(y).

Recalling the definition of ψε concludes the proof.

6 Note Added to Proof

When this paper was almost complete, we became aware of the paper by
Alikakos and Fusco [1] (and consequently of [2], [19], [27]), where they stud-
ied the case gε ≡ z0, where z0 /∈ W−1({0}), in the vectorial case, that is, when
W : Rm → [0,∞) with m ≥ 1, and W has a finite number of wells. In [1, Lemma
3.1 and Theorem 3.3], the authors proved that there exists z1 ∈W−1({0}) such
that minimizers uε of Fε satisfy the bound

εσ+HN−1(∂Ω)(1− C1ε
1/3) ≤ Fε(uε) ≤ εσ+HN−1(∂Ω) + C2ε

2, (6.1)

where σ+ is the vectorial version of dW (z0, z1) and C1 and C2 are positive
constants independent of ε. Using this estimate, they were able to show that

|uε(x)− z1| ≤ Ke−k(dist(x,∂Ω)−Cε1/[3(N−1)])+/ε, x ∈ Ω, (6.2)

where C, K, k are positive constants independent of ε.
In the scalar case m = 1 we are able to replace (6.1) with the sharp bound

(1.15).
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