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Abstract

We study coarsening phenomena observed in discrete, ill-posed diffusion
equations that arise in a variety of applications, including computer
vision, population dynamics, and granular flow. Our results provide
rigorous upper bounds on the coarsening rate in any dimension. Heuris-
tic arguments and numerical experiments we perform indicate that the
bounds are in agreement with the actual rate of coarsening.

1. INTRODUCTION

We study the coarsening phenomena observed in discrete, ill-posed diffusion
equations. These equations appear in a variety of settings: in models for granu-
lar flow where they describe the formation of shear bands in a granular material
undergoing anti-plane shear [23], in image processing where they constitute one
of the most well-known models — called the Perona-Malik method — for denoising
images while preserving their edges [19, 20], and in population dynamics where
they describe the chemotactic motion of certain types of bacteria [14, 18, 11]. An
upper bound for the coarsening rate for these equations in one and two dimensions
was obtained in [7], and appeared to be optimal for the specific nonlinearity (R
in (1)) focused on there. The results of the present paper constitute a significant
improvement in two respects: The bounds are proven in any dimension and, more
importantly, the new bounds depend on the nature of the nonlinearity; in particu-
lar, we believe that the present bounds are optimal (in terms of the leading order
rate) for a large class of nonlinearities.

The specific equation we focus on is from population dynamics [14, 18, 11], and
can be viewed as a natural, spatially discrete version of the PDE

(1) v = AR(v) = R'(?i)Av + R"(v)|Vul?
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However, in the applications we consider, the function R(£) : R — R satisfies the
property

(2) R'(§) < 0 for all large enough |¢|

which makes the equation (1) backwards parabolic whenever magnitude |v| of the
solution is large enough. Consequently, there is no complete well-posedness theory
for (1). Indeed, numerical experiments with discrete versions of (1) indicate very
sensitive dependence on initial conditions [15].

In one space dimension, equation (1) is very closely related to the following ill-
posed diffusion equation that plays a prominent role in image processing [19, 20],
and appears also in models of granular flow [23]:

(3) ur = (R(u))

The function R in these applications also satisfies the property (2). The connection
with (1) is straightforward: Setting v = v/, we see that v satisfies (1) if u satisfies
(3). In image processing, the following two (or higher) dimensional version of
(1) was proposed by Perona and Malik [19, 20] as an image segmentation and
denoising technique:

(4) u = (R(w), + (R(w,),

The goal of segmentation is to recognize the regions occupied by distinct objects
in the scene depicted by a given image. Perona and Malik proposed (4) as a
means to simplify this task by replacing the given image, which is taken to be
the initial condition for (4), by a crude, “cartoon-like” approximation in which
small scale details have been eliminated, and small regions have been merged to
form few larger ones. The same instability issues seen in (1) plague also (4). In
particular, there is no complete well-posedness theory for (4), either, despite a
number of important steps in that direction [12, 4, 24, 8, 9, 10]. Some studies of
(4) have therefore focused on its discrete in space version [6, 7], and others on its
regularizations [5, 16, 3, 2, 1].

Despite their unstable behavior, discrete versions of (1) and (4) find widespread
use in the aforementioned applications — the sensitive dependence on initial data
appear to be of secondary importance in these applications. In this paper we
therefore concentrate on the discrete in space, continuum in time version of (1),
which afterall are the true form of the models as they appear in applications. This
in particular allows us to avoid the well-posedness issues. The precise form of the
discretizations we work with are given in Section 3.1.

/
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Let us also remark that one should expect the general approach we take to be
applicable if one considers a regularized version of (1), as long as some gradient
descent structure is maintained in the regularized model. Adding a regularization
to the problem would introduce a new length scale, controlled by a regulariza-
tion parameter. Such length scale is introduced by the size of a grid cell in the
discretized version. For convenience we set this length scale to 1.
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FIGURE 1. Spike formation and coarsening by the discrete version of equation
(1) in one space dimension.

In numerical experiments with discretized versions of (1), initial data quickly
develop into spikes that contain most of the mass of the solution. These spikes
are supported on a single grid cell, do not move, but nevertheless interact with
each other through a background where the solution has small magnitude. To be
more specific, during this interaction, small spikes get absorbed by nearby larger
ones, leading to an overall configuration of larger but fewer spikes as the evolution
progresses; see Figure 1. This is the coarsening process that we study in this paper.
In experiments with (3), the role of the spikes is played instead by jumps separated
by “terraces” on which the solution is approximately constant. The coarsening
process merges the terraces to form fewer of them, which are then separated by
larger jumps; see Figure 2. In image processing, this behavior is known as “edge
enhancement”, because it turns a moderate transition in the image into a sharp
discontinuity.

In many applications, for example in image processing via the Perona-Malik
model, the rate at which this coarsening process takes place is of primary interest.
Indeed, in this application, the coarsening rate reflects how fast a given image
gets “simplified” by the model. Understanding this rate is crucial in automatic
selection of parameters, such as how long the diffusion process should be carried
out on a given image. On the other hand, the precise arrangement of terraces
and edges separating them, which seems to depend very sensitively on initial
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data as is to be expected from an ill-posed diffusion equation, is often not of
critical significance: Slight variations in edge locations can be tolerated by most
applications that rely on processed images.
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FIGURE 2. Formation and coarsening of terraces during the evolution by
the Perona-Malik model. After a long time, there is often a single jump left
separating two large terraces. This process is called “edge enhancement” in
image processing applications, in which a gradual transition is turned into a
sharp discontinuity. In applications, the precise location of the final jump within
the initial transition region is not as important as the rate at which the process
takes place.

The main result of the paper is given in Theorem 1. It roughly says that if
R = f" where f(z) ~ z* for some o € [0,1) for z large, then the typical spike
height scales as
(5) - ti %n d%mens%on 1
tz—a in dimension d > 2
The typical distance between nearby spikes scales as h'/?. Note that the coarsening
is faster if « is closer to 1.

QOutline. In Section 2 we recall the previous work on the problem and the Kohn-
Otto technique. In Section 3 we introduce the precise setup. The main results on
the rate of coarsening are proved in Section 4. In Section 5 we present numerical
experiments that support the conjecture that the upper bounds obtained are opti-
mal for a large class of nonlinearities. Conclusions are briefly reviewed in Section

6.

2. PrEvIOUs WORK

Our approach is based on a technique of Kohn and Otto [13] for obtaining
upper bounds on the coarsening in energy-driven systems. Bound on the rate
of coarsening follows from estimates on the geometry of the energy landscape.
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In particular, in addition to the energy, E, one considers a quantity, L, which
carries information on the length scales present in a configuration. The geometric
information is contained in two inequalities relating L and F:

(1) Dissipation inequality
(L) <C(=E)

where C' is a universal constant.
(2) Interpolation inequality When E < 1

EL? > C

where 3 > 0 and C' is again a universal constant.

If the equation is as gradient flow (as is the case for the systems we consider)
then the natural choice for L is the distance to a fixed configuration. The distance
on the configuration space is induced by inner product with respect to which
the equation is a gradient flow. This makes the energy dissipation inequality
immediate. Once the interpolation inequality is established, a generalized version
in [17] of the main result from [13] leads to the desired lower bound on (the time
average of) the energy.

The techique of Kohn and Otto has been used in [7] to obtain upper bounds
on coarsening rate for (1) in one and two spatial dimensions. In particular, the
coarsening rate for the discrete version of (1) obtained in [7] appears to be close
to optimal in the case of the specific nonlinearity

£

(©) RE) = g

which is one of the common choices in applications (certainly in image processing,
where it is the original choice of Perona & Malik in [19, 20], but also in granular
flow [23]). However other choices of R that also lead to backwards parabolic
behavior are routinely used in applications. For most of other nonlinearities R,
the bounds (and arguments) of [7] are not optimal, whereas the improved bounds
obtained in this paper appear to be. Moreover, the results of the present paper
are more general, presented in any space dimension. The practical implications of
the choice of the nonlinearity R on results had been raised often in the engineering
literature (see e.g. [21]), and has occupied researchers since the inception of the
ill-posed models treated here. The results of this paper provide a step towards a
precise, rigorous understanding of this question. In particular it is shown that for
some nonlinearities coarsening can be faster than for (6).



6 SELIM ESEDOGLU AND DEJAN SLEPCEV

3. DESCRIPTION OF THE SYSTEM

3.1. Preliminaries. We consider the model on a unit-spaced lattice, L = {1,2,..., N}¢
where d is the dimension. We identify this lattice with Z? on which (i;+k1 N, ..., iq+
kqN) where 1 < i; < N and k; are integers is identified with (41, ...,74); in other
words, we will be using periodic boundary conditions. We denote lattice configu-
rations by £ := {v : L — R}. Of particular interest later on will be nonnegative
configurations P := {v : L. — [0, 00)}.

We use the following notation

VW = E Vg Wgq-
qelL

We introduce the partial derivatives
(0 0)q = Vgre; —vq  and (0, 0)q = Vg — Ve,
and the corresponding gradients
Vto=(0fv,...,0fv) and V7 v=(v,...,07v).
Note that the following summation by parts formula holds:

Ofv-w=—v-90;w.

The discrete laplacian is
d
Av=> 0 0.
i=1

We denote the average value of configuration v by

. 1
V= ququ = m qu

g€l

IL| = N? denotes the number of nodes in the lattice. In the above formula and
in the rest of the paper we use the symbols with bars to denote averages over the
lattice L.

We denote by Z the set of configurations with average zero: Z:={ve L : 7=
0}. On the set Z we introduce the discrete H~! norm in the following way: Note
that given s € Z there exists unique, up to constant, solution p of the discrete
Laplace equation

—Ap = s.
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We define the H~! inner product by

(7) (s1,92) == > _(VIp1)g - (VTp2)g
qell

Integration by parts gives (sq, $g) := $1 - pa = p1 - So.

For completeness we now prove a lemma that gives the, perhaps more familiar,
form of the H~! norm.

Lemma 1. Forse Z

lsll = sup 5&

EZconst. /qulL ‘v+€q‘2 .

Proof. By definition of the norm

S, w
sl = sup 5
wEZ w0 Hw”

Given w € Z let £ € Z be the solution of the equation —A¢ = w. The mapping
w +— £ is a bijection from Z to Z. By definition of the inner product

<Saw> 3'§

loll /5 Ve P

Taking the suprema, and noting that the right hand side does not change if we
add a constant to £ yields the desired equality. U

3.2. Gradient flow. The evolution problem we study is
(8) 0 = AR(v).

with v(0) € P. Here R = f" where f € C'([0,00),[0,00)) is nondecreasing
function with f(0) = f/(0) = 0. It is important to note that the condition
1'(0) = 0 ensures that v(t) € P for all t > 0; see e.g. Lemma 2 in [7].

To a lattice configuration v € P we associate the energy

(9) E(v) = f(v,).

and the corresponding energy density E(v) := E(v)/|Ll.
We claim that the evolution (8) is a gradient flow of (9) with respect to H !
inner product (7). To verify the claim we compute for arbitrary s € Z

(0,8) = —(—=AR(v),s) = —R(v) - s = —f'(v) - s = =VE(v) - s.
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We further assume that f(z) > pz® for some p > 0, @ € [0,1) and all z large
enough. While this is all we need for the upper bound on coarsening, f’s that we
have in mind are convex near 0, concave for z large, and have one inflection point.
For such f we expect the coarsening on an infinite domain to persist for all time
for generic, large enough data. If f is to have large local minima, or if the data
are small the coarsening process may stop in finite time. In such cases the upper
bound provided would still hold, but would, clearly, not be optimal.

4. UPPER BOUND ON COARSENING.

To a configuration v we associate a “length” scale:

(10) L= L”U — 7| = sup qulL(Uq — V)&,

\/ UL‘ EZconst. /iq6L|V+£q|2

The reason that the word length is between quotation marks is that L is not, in
general, proportional to a true length scale of a system during coarsening stage.
In particular if £ is the typical distance between nearby spikes in a configuration

then
. ¢ ifd=1,2
02 if d > 2.

This also explains the change in scaling of the rate of coarsening that occurs at
d = 2. We should also remark that the above holds when d = 2 up to a logarithmic
correction.

Heuristic arguments suggest that in one dimension, energy E, “length” scale L,
and typical spike height H satisfy

1
H ~ tﬁ, and F'"*L 2 const,
and in dimension d > 2
1
H ~ tﬁ, and £ L? > const.

We remark that in dimension 2 the above rate holds up to a logarithmic correction.

The dissipation inequality follows from the simple fact that the distance of a
moving point (v(¢)) to a fixed point (7) on a manifold cannot change faster then
the speed of the point (||0]|). In that sense it follows from general considerations
given in [13] and [17], but due to its simplicity we present a proof.



COARSENING IN DISCRETE, ILL-POSED DIFFUSIONS 9

Lemma 2 (Dissipation inequality). Let v be a solution of (8). Then

(11) (L)? < -E.
Proof. We compute
. dL® 2
2LL = E = E<{}’/U_IU>

Therefore ( 2

. 1 (0,v—7 1 1

’=—"" L < _ (i) =—=VE -0v=—F

Li—op ~LO7 = LVE

4.1. Interpolation Inequality. We first introduce model potentials
1 <z <
(12) Fa(z>::{0 if0<z<p

2% ifz>p
where p > 0 and « € [0,1). We now prove the inequalities suggested above for
general potentials f > uF, for some p > 0.
Note that there are three length scales in the system: u, v and p. To investigate
the scaling of inequalities in these quantities, we express how constants in the
inequalities depend on them.

Lemma 3 (Interpolation inequality). Assume f > uF, for some p >0, o € [0,1).
Assume that v > p. Let Ey be the associated energy density and assume

— 1 (v—p
If d =1 then

)2—04

_3(0-a)

EfL'7 > 2_14 u@—p) T

If d > 2 then
Ef L2(1—a) > 2_]'4 /,Ld_(l_a) (@ _ p)3—2a 5_(1_(1).

We consider systems with positive “excess height”, v — p; otherwise the system
could have zero energy density. The scaling of the inequalities in p is simple: If
an interpolation inequality Ep, L® > 6 > 0 holds and f > uF,, then E;L° > 16.
Also the condition E; < Cp implies Er, < C. Therefore it suffices to consider
the case f = F,,. In the remainder of the proof we write E for Ef,_.

We prove the inequalities in two steps. We first prove a weak form of the

——1/(1-«

statement: Typical spike height is greater than E ). That is we prove that
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at least 2/3 of the excess height ¥ := (v — p)4 is in such spikes. The statement of
the lemma and its proof are independent of the dimension.

Lemma 4. Let
1

(14) b (5—p)1aE%

3
(15) and S:={qel : 9,>h}.
Then

and thus

Proof. Assume the statement does not hold. Then
- ; ’ < qu]L\S@q
B Z{q:p@qéﬁp}vq 7
S IO e

Shl*&E:fu_p.
3

Contradiction. O

Proof of Lemma 3. Case d = 1. Let a = | %=£h+ 1], where h was defined in (14).
Consider the test function

(16) & = (1 - 2dist(q, S))
Recall

+

1 (iqeL(vq - @)§Q> 2

= v =)} > =
L > el VT

(17) L?

The smallness condition (13) on E implies

(18) h > 244025 — p)~152%,
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We first bound the numerator in (17) from below. To that end, first note

ququfq > ququfq = ququ (since v, > 0 for all ¢)

— 9=
(19) > ququ > —ququ (by Lemma 4)

Then, note also

i E]Lﬁfq < @| | (by construction (16) of £)
q

v 0 ((v-p) ©-p) 7
< —a< — h+1|= —
(20) —ha—h(gv2 +) g h
< @ =p) + (© —lp) (by the bound (18) on h)
8 24i-a
<=9
- 6
Putting (19) and (20) together gives
<~ _ v—p)
(21) quL(Uq ) 5

We next bound the denominator in (17) from above: From construction of £
follows
3

~ 1 v
22 VP < |‘2—<2—<167.
(22) Z VTP < L - G
Therefore, putting (21) and (22) together implies
= \3p2
~ 64 Uk
Consequently, using the definition of A in terms of E,

1 T—p\T7 11(T—p)32h
—— 'U—p l—« U_p
ET™"L > S S /A

—< 3 ) h8 7?2

This implies the claimed inequality.
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Case d > 2. This time, we take the characteristic function of S to be the test
function:

(23) § = Xs-

As in the previous case, we have

> 3 <« S
Zq@L(UQ - E)fq - qug(vq -7) > qugﬂq - %@

2v— _ IS|_
Zgg qequ_m (by Lemma 4)
> 2@ p) - T > T8 iy (19))

Due to the construction (23) of £

— S|(1-d+d-1) v
TP < | < 2d—
quL‘v & < IL| - dh
Therefore,
—8 v
Consequently,
1
1 v—p\Te1 1 (v—p)h
E™1*> e Ta—
- ( 3 ) h 8d v

n

4.2. Lower bound on energy. We now establish the energy bound following
the Kohn-Otto technique. ODE considerations by Kohn and Otto imply the
following;:

Proposition 1. Let E and L be differentiable functions on [0,00). Assume that
E-L° >0
for some 3> 0 and 6 > 0 and all t such that E < 1. Furthermore assume

~E > [?
for allt. Then for all o € (1,1 +2/[3)
T T "
(24) / B (t)dt > / <t—%) dt
0 0

provided E(0) < 1 and T > L(0)*2.
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Remark 1. More precisely: Let

o (B2 N
(25) 0(5,078):(0—1)ﬂ+ (m) 0 5+z2,

Given any o € (1,14 2/p), for all § € (0, 1) there exists Ts such that

(26) /OTE”(t)dt > (1-6)C(8,0,0) /OT (y%)”dt

for all T > Ty L(0)5+2.

The proof is analogous to the proof of Proposition 1 in [17].

Theorem 1. Let f be a potential such that f > ukF, for some u > 0. Then if
d=1

T T, .\
(27) / E(t)dt > / (fﬁ) dt
0 0
for any solution of (8) for T > L(v(0))3~®, provided that E(v(0)) < 6%/~
If d > 2 then

T T,
(28) / E(t)dt > / (rm) dt

0 0
for any solution of (8) for T > L(v(0))*~2%, provided that E(v(0)) < /2=,

The theorem follows from dissipation inequality (11) and the interpolation in-
equalities given in Lemma 3 via the Proposition 1.

Remark 2. The inequalities above and the form of the energy suggest that for
f ~ uF, the typical spike height scales as

1 .
(29) (R
t2—a ifd>2

So the coarsening is faster if « is closer to 1.

Remark 3. The o = 1 case. Note that the gradient flows of energies corre-
sponding to f(z) and f(z) — cz, for any constant ¢, are identical. This is due to
the fact that qum v, is preserved by the evolution. Another way to see this is to
note that adding a constant to R does not change the evolution.

Thus when f(z) ~ z for z large, to study the coarsening one should renormalize
the energy by subtracting an appropriate multiple of z. If |f(z) — cz| ~ 27 for
all z large, for some v € [0,1) then the renormalized energy falls in the class of
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energies studied above. A particular consequence is that in the o = 1 case any
rate of coarsening possible in the a < 1 range can be achieved. There can also be
no coarsening at all, for example if f(2) = z.

Remark 4. It may be surprising then that the rate of coarsening that we
predict increases as & — 17. The numerical experiments we describe in Section 5
suggest that the rates in (29) are indeed optimal. Inspecting the constants in the
inequalities can help explain this “paradox”. For example consider the constant
C'in (25) for o = 1—1—%. That is for 1—}—ﬁ ifd=1and for 0 = 1+ﬁ ifd > 2.
With this choice of o, the first term in the expression for the constant C' in (25)
becomes

_2-a .
(0 — 1>;_f2 _ (1—a) 370&372& ifd=1
(2(1 — @) 420 ifd>2

In particular C' — oo as @« — 17, which is consistent with potentially slower coars-
ening in the limiting case o = 1. See Figures 7 and 8 for numerical experiments
exploring this limit.

5. NUMERICAL RESULTS.

In this section we provide results of numerical experiments that corroborate
the theory developed in Section 4. Figures 3, 4, and 5 show experiments at
several resolutions in one, two, and three space dimensions, respectively, with the
evolution described by scheme (8) using the energy density

f&) =1+eHr.

Theorem 1 applies to this flow with a = %; the rigorous lower bound on time
average of energy given by that theorem indicates the coarsening rates

(30) R~Ere~d ) mib
t~3 in 2D and higher.

where K denotes the density of spikes in the solution v at any given time, i.e.

e U
7o _ {q]\;fd P}

(recall that N is the number of grid points in each coordinate direction). The
a-independent lower bound on time average of energy given in [7] also applies to
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this flow, and indicates the rates

in 1D,
in 2D.

=Wl

(31) FNEMN{ Ilf;

The dashed lines in Figures 3 and 4 represent in terms of K the coarsening rate
(31) implied by the rigorous bound from [7], whereas the solid line represents the
bound (30) implied by Theorem 1 of the present paper. The new bound (30)
appears close to being optimal in all of Figures 3, 4, and 5.

Figure 6 shows experiments in 3D with the standard Perona-Malik energy den-
sity f(€) = log(1 + £2). Theorem 1 gives the coarsening rate

K~E~t3

which agrees very well with the numerical results as indicated by the solid line:
The bound appears very close to being optimal once again. In 1D and 2D, with
this energy density, Theorem 1 agrees with the rigorous bounds in [7], which were
numerically demonstrated to be nearly optimal already in that paper.

Figures 7 and 8 show 1D experiments exploring the coarsening rate of scheme
(8) in the limit & — 17 in the energy density

& if €] <1,

f(f):{ 1+2()€) — 1) (1+ (g = D) if ¢ > 1

which behaves as || for |£]| large, so that f(£) approaches linear growth at co as
« — 17. This linear growth limit is in fact quite relevant for applications, as it
essentially corresponds to the very popular total variation based image denoising
model of Rudin, Osher, and Fatemi [22]. As we approach this limit, any possible
gains in energy through coarsening of large spikes (concentration of mass in few,
tall spikes) becomes negligible. One would therefore expect coarsening rate to
vanish. However, as discussed in Remark 4 of Section 4, the bound of Theorem 1
indicates the coarsening rate

= == 1 _1 _
K~FE'" ~t3a st 2asa— 17,

which suggests accelerated coarsening in this limit, contradicting initial expecta-
tions. The results shown in Figure 8 help clarify this matter: Coarsening rate
indeed increases as & — 17, but it sets in at later and later times. As noted in
the remark at the end of Section 4, this behavior is hinted in the dependence on
the parameter a of constants (25) appearing in the rigorous bound (26).
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FIGURE 3. One dimensional experiments with the non-linearity f(&) = (1 +
|€ |2)%. Here, K denotes the spike density. The coarsening rate in terms of K
indicated by the bound from [7], namely K ~ 3 is represented by the dashed
line, and is clearly far from optimal for this choice of R — not surprising since
that result does not take into account the power law growth of the corresponding
energy density f at infinity. The coarsening rate indicated by the new bound,
namely K ~ t*%, is represented by the solid line and appears close to being
optimal.
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FIGURE 4. Experiments in two dimensions, with the nonlinearity f(&) =
(1 + |€]?)3. Once again the coarsening rate indicated by the new improved
bound, namely K ~ t_%, represented by the solid line, seems much closer to
being optimal than the bound from [7], which indicates the rate K ~ ¢!, that
does not take into account the power law growth of the corresponding energy
density f at infinity.

6. CONCLUSION.

We presented rigorous upper bounds on the coarsening rate of spatially discrete
versions of ill-posed diffusion equations that appear in a variety of applications.



18 SELIM ESEDOGLU AND DEJAN SLEPCEV

10
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FIGURE 5. Experiments in three dimensions, with the nonlinearity f(¢) =
1+ 52)%. The coarsening rate indicated by Theorem 1, namely K ~ t_%, is
represented by the solid line.

Our analysis was based on the approach of Kohn and Otto [13], and in a wide
class of nonlinearities improved the bounds given in [7] for the same equations.
Numerical results show that the upper bounds we established are in fact the rates
observed in the experiments. Understanding the coarsening rate of these equations
has direct implications in applications such as image processing.
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FIGURE 6. Experiments in three dimensions, with the nonlinearity f &) =
log(1 + £2). The coarsening rate predicted by Theorem 1, namely K ~ t72, is
indicated by the solid line.

ACKNOWLEDGEMENTS

Selim Esedoglu was supported by NSF DMS-0748333, NSF DMS-0713767, and
an Alfred P. Sloan Foundation fellowship. Dejan Slepcev was supported by NSF
DMS-0638481 and would also like to thank the Center for Nonlinear Analysis (NSF



20 SELIM ESEDOGLU AND DEJAN SLEPCEV

f(€)

FIGURE 7. Energies used in the numerical investigation (see Figure 8 for
results) of the limit & — 1~ discussed in Remark 4 at the end of Section 4.

grants DMS-0405343 and DMS-0635983) for its support during the preparation of
this paper.

REFERENCES

[1] H. Amann. Time-delayed Perona-Malik type problems. Acta Math. Univ. Comenianae,
LXXVI:15-38, 2007.

[2] A. Belahmidi and A. Chambolle. Time-delay regularization of anisotropic diffusion and
image processing. M2AN, 39(2):231-251, 2005.

[3] G. Bellettini and G. Fusco. A regularized Perona-Malik functional: some aspects of the
gradient dynamics. In H. Broer, J. Mahwin, A. Vanderbauwhede, and S. V. Lunel, editors,
EQUADIFF 2003 Proceedings of the International Conference on Differential Equations,
Hasselt, Belgium, July 2003.



COARSENING IN DISCRETE, ILL-POSED DIFFUSIONS 21

10

e 1071

10_ L L

FIGURE 8. Numerical investigation of the limit o — 1~ discussed in Remark
4 at the end of Section 4. Shown are the coarsening rates obtained in 1D by
the family of energy densities plotted in Figure 7. As the growth at infinity of
the energy densities approaches a linear rate (i.e. as a — 17), we see that the
coarsening is delayed but its eventual rate is as predicted, namely K ~ tz.

[4] G. Bellettini, M. Novaga, and E. Paolini. Global solutions to the gradient flow equation of
a nonconvex functional. STAM J. Math. Anal., 37(5):1657-1687, 2006.

[5] F. Catte, P.-L. Lions, J.-M. Morel, and T. Coll. Image selective smoothing and edge detec-
tion by nonlinear diffusion. SIAM J. Numer. Anal., 29(1):182-193, 1992.

[6] S. Esedoglu. An analysis of the Perona-Malik scheme. Comm. Pure Appl. Math.,
54(12):1442-1487, 2001.

[7] S. Esedoglu and J. Greer. Upper bounds on the coarsening rate of discrete, ill-posed, non-
linear diffusion equations. Accepted for publication in Comm. Pure Appl. Math.

[8] M. Ghisi and M. Gobbino. A class of local classical solutions for the one-dimensional Perona-
Malik equation. Preprint, 2006.



22

SELIM ESEDOGLU AND DEJAN SLEPCEV

[9] M. Ghisi and M. Gobbino. Gradient estimates for the Perona-Malik equation. Math. Ann.,

337(3):557-590, 2007.

[10] M. Gobbino. Entire solutions of the one-dimensional Perona-Malik equation. Comm. Partial

Differential Equations, 32(4-6):719-743, 2007.

[11] D. Horstmann, K. J. Painter, and H. G. Othmer. Aggregation under local reinforcement:

from lattice to continuum. Furopean J. Appl. Math., 15(5):546-576, 2004.

[12] S. Kichenassamy. The Perona-Malik paradox. SIAM J. Appl. Math, 57(5):1328-1342, 1997.
[13] R. V. Kohn and F. Otto. Upper bounds on coarsening rates. Comm. Math. Phys.,

229(3):375-395, 2002.

[14] Marcos Lizana and Victor Padron. A spatially discrete model for aggregating populations.

J. Math. Biol., 38(1):79-102, 1999.

[15] Y. L. Lou, A. Tannenbaum, and M. Kaveh. Behavioral analysis of anisotropic diffusion in

image processing. IEEE. Tans. Image Process., 5(11):1539-1553, 1996.

[16] M. Nitzberg and T. Shiota. Nonlinear image filtering with edge and corner enhancement.

IEEE Trans. Pattern Anal. Mach. Intell., 14:826-833, 1992.

[17] F. Otto, T. Rump, and D. Slepcev. Coarsening rates for a droplet model: rigorous upper

bounds. SIAM J. Math. Anal., 38(2):503-529, 2006.

[18] K. J. Painter, D. Horstmann, and H. G. Othmer. Localization in lattice and continuum

models of reinforced random walks. Appl. Math. Lett., 16(3):375-381, 2003.

[19] P. Perona and J. Malik. Scale space and edge detection using anisotropic diffusion. Technical

report, Dept. of EECS Technical Report, U.C. Berkeley, 1987.

[20] P. Perona and J. Malik. Scale-space and edge detection using anisotropic diffusion. IEEE

Trans. Pattern. Anal. Machine Intell., 12:629-639, 1990.

[21] P. Perona, J. Malik, and T. Shiota. Anisotropic diffusion, pages 73-92. Kluwer, 1995. in

Geometry-Driven Diffusion in Computer Vision, Editor B. T. Ter Haar Romeny.

[22] L. Rudin, S. J. Osher, and Fatemi E. Nonlinear total variation based noise removal algo-

rithms. Physica D, 60:259-268, 1992.

[23] T. P. Witelski, D. G. Schaeffer, and M. Shearer. A discrete model for an ill-posed nonlinear

parabolic PDE. Phys. D, 160(3-4):189-221, 2001.

[24] K. Zhang. Existence of infinitely many solutions for the one-dimensional Perona-Malik

model. Cale. Var. Partial Differential Equations, 26(2):171-199, 2006.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MICHIGAN, DEPARTMENT OF MATHE-

MATICAL SCIENCES, CARNEGIE-MELLON UNIVERSITY



