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Chapter 1

Examples of stage structured
population equations

Population biology is certainly the oldest area of biology where mathematics has
been used. Speaking usually of large populations, partial differential equations
(PDE) play a natural role. The recent book of H. Thieme [16] gives a general
view of this subject.

This Chapter presents several examples of stage structured equations, mostly
based on the Lecture Note by the author [14].

1.1 The renewal equation: demography and cell
division cycle

1.1.1 Setting the model

The simplest model to understand why other variables than space can enter naturally
in PDE models of biology is certainly the renewal equation for demography. Consider
a ‘closed” population with no immigration, neither emigration. Neglect also for the
time being death and consider only aging and birth.

The population density n(¢, x) of individuals of age x > 0 at time ¢ then satisfies

n(t+ s,z +s) =n(t, x), Vs > 0.

As a consequence, differentiating in s, and taking s = 0, we find

—n(t,z) + =—n(t,z) =0 t>0,z>0,. (1.1)

ox
This equation has to be complemented by the ’boundary condition” at = = 0, i.e.
the number of newborns at time ¢; this is given by the quantity

n(t,x = 0) = / " By)n(t,y)dy. (1.2)
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where B denotes the birth rate of the population (that vanishes certainly for x ~ 0
and x large).

These two last equations form the so-called renewal equation. They were intro-
duced by McKendrick for epidemiology, then x denotes the age in the disease, an
important factor for the epidemic spread.

The same model was re-discovered some years later by von Foerster [18] for the
cell division cycle. In this context it is natural stipulate that cells, after division,
take some time x*, with a well reported variability, before dividing again. We arrive
with the variant of the previous renewal equation

In(t,z) + En(t,z) + k(z)n(t,z) =0, ¢t>0,z>0,

n(t,x =0) =2 [ k(y)n(t,y)dy, (1.3)

n(t = 0,z) =n’(x).
Here k(z) denotes the division rate. A possible choice is

1.1.2 Age structured equations and Volterra equations

Consider the system (1.3) and set

Therefore 5
a[emw)n(t, x)] + %[e[((lﬂ)n(t,x)] =0, t>0,22>0,

and e®X®)n(t, ) is constant along the characteristics e @=*In(t—s, 1—s) = eK@n(t, ).

We choose successively s = x and s =t

n(t—z,0) =b(t — x), xr <t,
eK@n(t, x) =
eK@=0n0(z — 1), x>t

Inserting this information and defining b(t) as the birth term
b(t) = n(t,x =0), (1.4)
we find the so-called Volterra integral equation
b(t) =2 [ k(y)e *Wb(t — y)dy + (1),

0O(t) = 2 [ k(y)eX@=D=KWn0(y —¢).
This equation can be solved by the standard Cauchy-Lipschitz theory.
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1.1.3 The limit of deterministic birth age

In order to simplify the analysis, it is often assumed the division occurs exactly at
a certain age x*. This means we are now interested in the limit A — oo for the
following division rate

k(z) = ka(y) = Allzey.
Then, the weight k4(y)e 54®) > 0 has the following properties

/ k’A(y)e_KA(y)dy =1, kA(y)e_KA(y) =0 for y < a7,
0

ka(y)e Ka® = pe=Aly—2") = 0, fory>a"

—00

Therefore, we have : ka(y)e 4@ ——— §(a — 2*).

—00

Inserting this in (1.5) gives, in the limit A — oo (after passing to the limit also

in % (1)),
b(t) = 2b(t — x*) 4 (1),

1.2 Finite resources and nonlinearities

We give two examples of nonlinearities which we take from two different areas of
biosciences: ecology and epidemiology.

1.2.1 A nonlinear model from ecology

Nonlinear models are typically possible when including a limited resource S(t) shared
by all the population. The level of nutrient controls growth, death and birth. This
yields models as

2n(t,x) + £ [(rmirgls — o)t )] + d(z, S(1) n(t,z) =0,

n(t,x =0) = [ By, S(t))n(t,y)dy, (1.6)

n(t =0,z) = n’(x),

here we take naturally 0 < x < z,,,. If x represents the size of the micro-organism
under consideration, this equation expresses that x increases as long as the nutrient
level is high enough and diminishes when it is too low for maintening the organism
which needs are proportional to it size x.

This PDE is coupled with a differential equation for the resources which expresses
their outflow (degration), inflow (with rate S°), their consumption For instance one
can write a balance law

iS(t) +S(t) = S°

u S(t) - /O " n(t 2)d. (1.7)

14 5(
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It is also usual to assume that the resources are available with a faster time scale
(adiabatic assumption). Then, we replace the differential equation on S(t) by its
steady state, the mere algebraic equation

S(t)

S(t) + T+ 50 /Ozm o*n(t, v)dr = S°.

1.2.2 The Kermack-McKendrick model for epidemic spread

Ordinary differential equations have been used for a long time to describe the spread
of an epidemy in a population. The simplest are called SIR (Susceptible, Infected,
Resistant), an extension is the SEIR (Exposed) model, and reads

45— Bg(S+1+R) — pusS —sS 1,
4 = sS T —pil — BRI, (1.8)

4 — Bl — pgrR.

In order to improve the validity of the model, Kermack and McKendrick [10,
8] proposed to take into account the variable infectivity level, and removal rate,
depending on the age in the disease. They arrive at

%5@ = B — psS(t) — As(t)S(0),

As(t) = /000 k(z)n(t,x)dx,

n(t,x =0) = Ag(t

)S(#),
%R(t) = /000 Bn(z)n(t, x)dx.

The interpretation is that n(t,z) is the density of population at age = of infection
and this replaces the compartment /(¢) in the SIR system (1.8). Individuals are
infected (at age x = 0 in the infection stage) from susceptible that are getting the
virus by encounter with infected at a rate Ag(t) depending of the time z elapsed
since infection through a rate x(x). Notice again the quadratic term for transition
from susceptible to infected. The advantage of the Kermack-McKendrick model is
that one can take into account
The book [3] is a very good and recent account of the subject.
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1.3 Age structure with quiescence

For physiological applications, it is often considered that cells can be in two states,
proliferative (entered in the cell cycle) or quiescent (they perform their duty of cell
but do not proliferate). This issue is often related to the notion of stem cells which
are also the subject of particular modelling, a subject we do not touch here.

1.3.1 Model with proliferative and quiescent cells

Consider now an age structured population that can be either in prolifarative (and
p(t,z) denotes the population density) or quiescent state (and ¢(t,x) denotes the
population density). Neglecting the death term in quiescent state, the dynamics is
described by the system

( 2q(t,z)+ Zq(t,z) =0, t>0,2>0,

q(t,x =0) = [ B(y)p(t,y)dy,
(1.9)

%p(t7 $) + dp(t)p(tv :B) = T(t, :E)Q(t7 33),

1.3.2 Age structured equations and delay equations

When d, only depends on time, we can reduce this system to a delay equation. We
set

b(t) = / B(y)p(t,y)dy,
0
we find, multiplying the equation on p by B(x) and integrating dz,

d

Eb(t) + d,(1)b(t) = /000 r(t,x)B(z)q(t, z)dx.

But using again the caracteristics (see Section 1.1.2), we know that

q(t —z,0) = b(t — x), xr <t,
q(t, z) =
°(x —1t), x>t

Therefore we arrive at the delay equation

%b(t) +d,(t)b(t) = /o r(t,z)B(z)b(t — z)dr + /too r(t,x)B(x)q"(z — t)dz.
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— Linear Grawth, CV=I16%
== = Exponential Growth, CV=20%.

FREQUENCY

CELL VOLUME IN UNITS OF WV, Linear Growth

Figure 1.1: ToP:EXPERIMENTAL DATA FOR SIZE DISTRIBUTION IN E. coli. BOTTOM: NUMER-
ICAL SIMULATION OF EQUATION (1.10).

1.4 Size structured models (equal mitosis)

Size is usually a better physiological trait to structure cell populations as bacterium
or yeast. Then z is the mass (or length, or volume) of the cell. Assuming equal
mitosis, i.e., that cells divide exactly in two equal new cells, the equation reads as
follows (for t > 0, z > 0),

In(t,z) + Z[g(z)n(t,z)] + B(z) n(t,z) = 4 B(2z) n(t, 2z),

n(t,z =0) =0, (1.10)

The term [g(z) n(t, )] describes the growth of cells using the (unlimited) nutrients.
The term 4 B(2x) n(t, 2z) describes the division of cells of size 2z in two cells of size
x, the term B(x)n(t,z) takes into account the loose of cells of size x that divide in
cells of size /2.

The dynamics of this model is also characterized by a growth, both of total
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biomass and number of cells. The first natural question is to find the growth expo-
nent. The second question is to find the typical repartition of cells (we will show
that this concept makes sense) which results from the two opposite effects described
by the model; growth by the differential term and x decay by the algebraic term.

In order to show that this model exhibits growth, one can notice two idendities.
The first one is to consider the total number of cells and compute (this is formal at
this level, assuming that one can integrate on the half line)

o0

i, n(t,x)da:+/ooo B(x)n(t,z)dx = /00043(256) n(t,2x)dx = 2/000 B(z)n(t, z)dz,

therefore . -
— n(t,x)dx = / B(x)n(t, z)dz,

in words, this means that the total number of cells only increases thanks to the
division rate B.

One can also compute the biomass. Multiplying by x and integrating by parts
we calculate

% /000 an(t, z)dr — /000 g(x)n(t, x)dx + /000 xB(x)n(t,z)der = /0004 x B(2z) n(t,2x)dx

_ /O " eB@)n(t, 2)de,

therefore
oo

d o0
— an(t,z)dr = / g(x)n(t, z)dx,

in words, biomass only increases by use of nutrients.

1.5 Size structured models (asymmetric division)

The division is not always symmetric and a daughter cell can be much smaller that
the mother cell. The above model can be generalized to tak ethis into account.
We arrive at an equation also calles ’aggregation-fragmentation’ because it arises in
physics to describe such phenomena e.g. for polymers.

gn(t, o) + 5 [g(x) n(t, )] + Bz) n(t,z) = 2 [ By)s(z,y) n(t,y)dy,

n(t,x =0) =0, (1.11)
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Figure 1.2: ASYMMETRIC CELL DIVISION IN YEAST.

Here B(y) is the division rate of cells of sizes y and x(x,y) is the probality that such
a cell gives a daughter cell of size x < y. It is natural to assume that (i) daughter
cells are smaller than the mother cell, (ii) the division event gives two cells exactly,
(iii) the toal mass is conserved in the division. These are expresses by the idendities

k(z,y) =0 for x >y, (1.12)
/ k(x,y)dr =1, (1.13)
0

/Ooox/f(:c,y)d:v:y/z (1.14)

Notice that this last equality is a consequence the first two and of the natural
symmetry assumption

Iﬁl(l‘,y) = "{(y - x,l’).
As an exercise, one can notice that the same relations as in Section 1.4 hold for

growth of the number of cells and total biomass (still formally, assuming that one
can integrate on the half line)

d [e.e]

i), n(t,x)dx:/oooB(:v)n(t,x)dx,

d o0 o0
— / xn(t,x)de = / g(x)n(t, z)dx.
For various choices of k we can recover models we have already encountered. Let

us give examples.
(i) The renewal (age structured) equation (1.1)—(1.2) can be recovered using,

k() = %(5(30 = 0) 4+ 8(z = ). (1.15)
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(ii) Equal mitosis, as in section 1.4, is the special case

k(z,y) = d(x = y/2). (1.16)

(iii) Uniform division is the case

1
Kz, y) = ; To<o<yy- (1.17)

1.6 Nonlinear aggregation-fragmentation for prion

As a nonlinear example for size structure model we mention the model of prion
proliferation following [6, 1].

The most widely accepted explanation of prion self-replication is that the 'nor-
mal’ prion protein (with density denoted by V' (¢) below) is generated normally (in the
brain). Infected individual are characterized by the presence of aggregates (poly-
mers) of the same protein (that changes conformation by contact with the prion
polymers to adopt this capacity of aggregation). The density of aggregates of size
x > 0 is denoted by u(x,t). The corresponding continuous model reads, with possi-
bly nonconstant coefficients,

%it) =A-V(t) {7 + /OOO T(x)u(z,t) dx} :
G 1) = V(O (el ) ~ () + 6@t ) (118)
+2 [ By)s(w, y) uly, t) dy,
{ u(zo,t) =0,

together with appropriate initial conditions.
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Chapter 2

Weak solutions to the renewal
equation

In this Chapter we aim at building a solution in the weak (distribution) sense to the
renewal equation

In(t,z) + Zg(t, z)n(t, )] + d(t,z)n(t,z) =0, ¢>0,z>0,
g(t,0) n(t,x =0) = [ B(t,y)n(t,y)dy, (2.1)
n(t =0,z) =n’(x),

We assume that

0<de L*(R"), 0<BelL®R"), (2.2)
g(t,z) € CL(RT x RY),  g¢(t,0) > g, > 0, (2.3)
n’ € L' N L®(RT). (2.4)
Also we define B
B= sup B(t,x). (2.5)
t>0, x>0

We define the weak solutions (or distributional solutions), as follows:

Definition 2.1 A functionn € L, (R* xR") satisfies the renewal equation (2.1) in

the weak (distribution) sense, if [;° B(t,x)|n(t,z)|dz € L] (R") and for all T > 0
and all test function ¥ € CL . ([0,7] x [0,00]) such that (T, z) =0, we have

comp

I e w) {2 (0, ) 25 — (), ) e
(2.6)

00 (2)00(x)dx + [ W(t,0) [ B(t,z)n(t, z)dz dt.

=~ Jo
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A motivation for such a definition is that

Theorem 2.1 Whenever n € C*([0,00[x[0,00]) is a classical solution to the re-
newal equation (2.1), it is also a weak solution.

Proof. Multiply (2.1) by the test function ¥ and integrate by parts on [0,7] x R™.
O

It turns out that C!' bounds are usually too strong for practical purposes. For
instance n(t, z) is obviously discontinous if

9(0,0) n°(0) # /000 B(z)n°(x)dz.

Weak solutions, as often in PDEs, are the good concept because they exist and
are unique in a wide class for the coefficients and the solution itself. For instance they
are well adapted to study how discrete versions of the renewal equation converge to
a 'continuous’ solution. We prove here the following result in this direction,

Theorem 2.2 We assume (2.2)- (2.4), then there is a unique weak solution n €
L (O,T; Ll(R+)), for all T > 0, to the renewal equation (2.1) and it satisfies

ne C(RY;LYRY))
/ In(t, x)|dx g/ 1n®(z)|da elP=D+llct
0 0

B o)
)] < masx (max o), 2~ sup [ fnls,v)ldy),
0

Im 0<s<t

For two different initial data, we have L' uniform contraction

/ [n(t, ) —n(t, z)|de < / n°(2) — i%(x)|daxel P Dellet,
0 0

The end of this Chapter is devoted to the proof of this Theorem. We begin with
uniqueness and turn to existence through a discrete version.

2.1 The adjoint problem

As a preliminary to the uniqueness proof, we consider the adjoint equation to (2.1)
with a source term S(¢,z) on a given time interval [0, T,

— 2t x) — g(t,x) Z(t,x) + d(t,2) Y(t, z) = (¢, 0)B(t,x) + S(t,z), x > 0,

Yt =T,x)=0.
(2.7)
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Lemma 2.1 Assume (2.2)- (2.3) and d,B € C*(RT), S € CL,.([0,T[xR"), B

comp
with compact support, then there is a unique C' solution to the adjoint equation

(2.7). Moreover 1 (t, x) vanishes for x > R > 0 for some R depending on the data.
Moreover we have,

sup  |U(t,x)| < C’(T,B,CZ)HSHOO.

0<t<T xR+

Proof. We use the method of characteristics based on the solution to the differential
system parametrized by the Cauchy data (¢, x)

X (s)=9(s,X(s)), t<s<T
X(t)=x2>0.

The solutions exist thanks to the Cauchy-Lipschitz theorem and X (s) > 0 thanks
to assumption (2.3).

Then, setting

Q,D(S) _ @D(S,X(s))efstd(o’X(U))da, E(S) _ B(S,X(S))Gf;d(U’X(J))dJ,

S(s) = S(s, X (s))els dlr XN,

we rewrite equation (2.7) as

%¢(3) — [%¢ + g%@b — dyels Ao X(@))do .

— —(s,0)B(s) — S(s),

Next, we integrate between s =t and s = T" and using the Cauchy data at ¢ = T
and the idendity ¥ (t) = ¥ (¢, x),

W(t,x) = /t [¢h(s,0)B(s; t,z) + S(s:t, x)]ds. (2.8)

In order to make it more clear, we have recorded that the - quantities depend also

on (t,z), i.e., B(s) = B(s;t,z), S(s) = S(s;t,x).

This integral equation can be solved first for x = 0. Then, equation (2.8) is
reduced to the Volterra equation

W(t,0) = /tTW(s,O)E(s;t,O) + S(s;t,0)]ds, 0<t<T
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which has a unique solution thanks to the (backward) Cauchy-Lipschitz theorem
that vanishes for ¢ = T. By the C! regularity of the data, we also have ¥(t,0) € C.

Since 9 (t,0) is now known, formula (2.8) gives us the explicit form of the solu-
tion for all (¢,2). Notice that, in the compact support statement, (¢, x) vanishes
for x > R where R denotes the size of the support of B and S in x, plus T'||g||c-

The uniform bound on 1) also follows from formula (2.8), and the C* regularity
of the data shows that ¥ (-,-) € C1. 4

2.2 Uniqueness

With the help of the adjoint problem that we have studied in the previous section, we
can prove the uniqueness of weak solutions. We use the classical Hilbert uniqueness
method. The idea is simple: when the coefficients d, B satisfy the assumptions
of Lemma 2.1, we can use the solution ¢ to (2.7) as a test function in the weak
formulation (2.6). For the difference between two possible solutions with the same
initial data, we arrive at

T 00
_ / / n(t ) {2H gt ) ) ()0, 2) + (2, 0)B(t,x) | da di
0 0

_ /OOO n0(2)0°(2)dx = 0.

Taking into account (2.7) , we arrive at

T oo
/ / n(t,x)S(t, z)dx dt =0,
o Jo

for all functions S € CL and this implies n = 0.

comp?

When the coefficient are merely bounded and B does not have compact support,
we consider a regularized family d, — d, B, — B where the convergence holds a.e.
with uniform bounds and d,, B, satisfying the assumptions of Lemma 2.1. Then,
for a given function S € C! we solve (2.7) and call ¢, its solution. Inserting it

comp’
in the solution of weak solutions we obtain

T 0
/ / n(t,z)S(t, z)dx dt = R,,
o Jo

R, - /0 /0 n(t, 2) {[d, — d(2)] W, (t, ) + U, (1,0)[B(t, 2) — By(t, 2)]} de dt,
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and using that v, is uniformly bounded, we deduce that

R, <C / / "t 2)] {Idy — d(x)| + |B(t,x) — By(t,2)|} dr dr.

Because n € L'([0,7] x RT) and because of the uniform bounds on d,, B, and the
convergence a.e., we deduce immediately that

Rpp—>—oo>0

T oo

Therefore, we have recovered the idendity / / n(t,x)S(t,z)dx dt = 0, for all
o Jo

functions S € C!

comp> and this implies again n = 0.

This concludes the uniqueness result stated in the Theorem 2.2.

2.3 A semi-discrete approximation

For proving the existence part of the Theorem 2.2, we use a semi-discrete approxi-
mation and pass to the limit. To do so, we need some notations. We fix h > 0 and
we set

T; = ’Lh, Tit1/2 = (2 + 1/2)]’L, 1€ N, (29)

1 Tit+1 . 1 Tit1
di+1/2(t) = E/ d(t,!)ﬁ') de‘, Bi+1/22 = E/ B(t,l‘) de’, (210)
9:(t) = g(t, ), 1eN (2.11)

and we truncate the indices ¢ by some finite number I, with z; = hl —5 oo.
The semi-discrete model is to find a vector function n € C*(R*; R’) solving the
differential system, for 0 < <71 —1

[ hinia(t) + gis (Onia (t) — g (Eni(t) + hdig1j2(E)nigaj2(t) = 0,

9o(t) no(t) = h 0<;1 Bi+1/2<t> ni+1/2(t)7 (2.12)

Tit1
niy1/2(0) = ”?+1/2 = %/ n’(z) dz.

\ i
We use here a standard upwind scheme for values n;(t) and i > 1,
ni-1/2(t) for gi(t) >0,

ni(t) = (2.13)
nit1/2(t) for g;(t) <O.
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The boundary points are special:

e for i = 0, go(t) > 0 by assumption (2.3), and we need a value ng(t) which has
been defined by the second equation of (2.12),

e for i = I and g;(t) < 0 we define n(t) = 0.

Theorem 2.3 Assume (2.2)~(2.4), and set B = sup,sq 40 B(t,z). Then we have
the following estimates. Fort > 0,

Z hlnis2(t)] < Z hndyy jplel B Dellt < N (1), (2.14)

0<i<I—1 0<i<I—1

with M (t) = |[n°|| el B=d+l<t = Also, for h||g'|lcc < gm and 0 <t < T,

B /
Z [Mir1/2(t)] < max (Oglflx_l 771/, —M(T)) el l=", (2.15)
0<i<I-1 - Grm
For an initial data such that [z n°(z)dz < oo, then
d
T Jmax wii1jofnigya(t)] < 2M(T)]|glloo- (2.16)

And, for two different initial data n® and R°, we have (contraction property),

Z ’m+1/2(t) - ﬁi+1/2(75)’ < Z ’”?+1/2 - ﬁ?+1/2|€”(3_dm‘°°t- (2-17)

0<i<I—1 0<i<I—1

Proof. For the integrability property (2.14), we multiply the first equation of (2.12)
by sgn(n;41/2(t)) and obtain

d
he i1 2] + giva () nia ()] = g0 ()] + hdirj2(t) i 2(8)] < 0.

Indeed, either g;41(t) > 0 and n;1(t) = niy1/2(t) therefore [n; 1 (2)| = nig1 (£)sgn(niy1/2(t)),

or gi+1(t) < 0 and the inequality is obvious. The same argument holds for the term
with g;(t).
We sum up on ¢ this inequalities and use ny(t) from (2.12), we find

I-1 I-1

h% Z [nia/2(O] + gr(@) i (8)] = go(8)[no(t)] + 1 Z dit1/2(t)[niga/2(t)] <0



2.3. A SEMI-DISCRETE APPROXIMATION 19

Because ny(t) = 0 for ¢g;(t) < 0, we deduce

I-1 -1
B > Inieye (O] + B divaya(B)niajz(0)] < golt) no(t)]
i=0 =0
-1
= h| Z Biy12(t)niay2(t)]
=0
-1
<h Z Biy12(t)|nig12(t)].
=0

Therefore, we have

~
I
—_

h Z niv12(t)] < h ) [Bitiya(t) — digrj2(t)][niga2()]

=0
-1
<A(B = d)illoo Y Inigaya(t)]
=0

and (2.14) follows.

For the L™ property (2.15), we use the same computation as before for 4|12 (t)]
Then, we begin with estimating |n;,2(t)| writing

t t
ammw 20 a0 < 280,
and thus, setting G;(t fo gi(s)ds (notice that g;(t) > 0 by the smallness assump-

tion in h), we have

raja(D)] < e O |+ e OO [l ()]0

t
< €—G1(t)/h|n[l)/2| 4+ e~ G1®)/h sup [|n0(s)|go(t>]/ 9(s) e/
0<s<t 9i(t)" Jo h

t
< e GOM R0 |+ sup lno(s)| 2240g1 = e-cnom
0<s<t g1

t
< e o, sup (o) 250
0<s<t g1

< max (|n(1)/2|, gﬁmM(T)(l + h”Q’Hoo)) .
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Next we set S(t) = maxo<i<s—1 |n1/2(t)|e” %, with G = 2||¢'||. At a given time

t, this maximum is attained for some index j and when j > 1, we can write

_ e—Gt
Lllnjpap@))e ] <<

[9; ;)] = gia () B)]] = [1541/2(8) |Ge™*

<0.
(2.18)
To see this last statement, one argues depending on the signs of ¢;(¢) and g;41(¢).
For instance when g;1(t) > 0, we have

—Gt

S l9:(0)ns(0] = gDy ()] < Slgy — gy (B)] Iy (1)

< e lg loclnjsr2(t)],

and the above inequality follows. We leave to the reader the case g;(t) < 0 that is
similar. The remaining case is g;(t) > 0, g;41(¢) < 0, then we write (because g(t, z)
vanishes in between)

efGt

S lg Ol O] = gDl (] < 25719/ lloony/2(0)]

< e g loclnjsr 2 ()],

and the inequality again follows.

From the inequality (2.18), we conclude (this is standard) that S(¢) also decreases
as long as the maximum is not attained for the index ¢ = 0, in which case S(t) >

max (|n(1)/2|, g% (T)(1+ hHg’Hoo)). In other words

S(1) < max (Sm), s T3+ hug'uoo>) ,

m
or simply

B
S(t) < max< i (il M (T)(1+ hugfuoo)) ,

0<i<i—1 m
which is exactly the statement (2.15).

For the x-moment property (2.16), we still use the same computation as before
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for 4|n, 1 /5(t)| and obtain

% Z haji1/o(t)|njp12(t)] < Z Zjp1/2(0)[gi () |ni()] — giv1(8)[nira ()]

0<i<I—-1 0<i<I-1

< Y hgi(®)na(b)]

0<i<i—1

<2gllee D hlnipay(t)]

0<i<I—1
< 2||glloc M(2),
and the result is proved.

The contraction statement (2.17) follows by substracting the equation (2.12) for
two different initial data and applying the L! estimate (2.14). 5

2.4 Limit as h — 0

We first need to introduce notations that allow a better understanding, in continuous
terms, of the previous inequalities. With the previous notations, we set
-1
0 0
nh(‘r) = Z ni+1/2]I{:ci<z<J:i+1}7
i=0

I-1

nh(t7 Jf) - Z ni+1/2<t>]l{xi71<x<$i}7
=0

-1 .
by(t) = ZBmiH/Q(t)h = /0 By(x)ny(t, v)de, for t* <t <"
i=0

with
I-1 I-1

Bh(t7 I) = Z Bi+1/2(t):[[{.7}i_1<33<.7:i}7 dh(tJ I) = Z dz+1/2(t) ][{xi_1<ac<xi}'
1=0 =0

We extend these functions by 0 to the half line z > 0.
We deduce from (2.10) (and we recall that hI — oo as h — 0) the strong

convergence results

dn(t,z) =5 d(z) ae and 0<dj, < |[|d|, (2.19)
By(t,x) 7=z B(z) ae and 0<B<B, (2.20)
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np(z) —5 n’(z) ae andin L'(RT), [In}]le < [[n°]|s- (2.21)

Also, from the estimates in Theorem 2.3, we deduce that

Corollary 2.1 Assume (2.2)-(2.4) and xn® € L*(RT). Then, for a.e. t > 0, the
function ny(t,x) > 0 satisfies

/000 | (t, x)|de < M(t),

for hl|g'||cc < gm and 0 <t < T,

B ,
[17,(8) oo < max ([|n°]|s, g_M(T))emm st

m

d o

7 | gt 2)lde < 2]g]le M(t),
0

and, for two different initial data n® and n°,

/ Inn(t, x) — np(t, z)|de < / In9(x) — ) (z)|da el B-D+ll=t,
0 0

As a consequence, there are functions
ne L>(0,T; L"(RT) N L*(R")), be L>(0,T),

and a sequence h(k) — 0 as k — 00, so that the functions ny(t, z) := npw)(t, z) and
bi(t) := bpr)(t) satisfies, for all T' > 0,

ny —n L™ (0, T, LOO(R+))Weak—*,
b, —b L~ (O, T, LOO(R+))Weak-*,
We are now ready to stae our main result

Theorem 2.4 Assume (2.2)-(2.4) and xzn® € L*(RY). Then, for a.e. t > 0, we
have

b(t) = /OOOB(t,x)n(t,x)dx.

and n is weak solution to (2.1) in the sense of Definition (2.1). Moreover, the full
family ny, converges weakly (as above) to n.
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Proof. We first prove the equality. We decompose the integrals as

// W(t) t:pnktmdtdxﬁ/ / L) B(z)ng(t, z)dt dz,

by the definition of weak-* convergence, for all T > 0 and all v» € L>(0,T), 5 €
L'((0,T) x R"). Therefore we can write, for Sa(t,z) = B(t, z) <y

/0 Y (t)bg(t)dt = /0 /Oooz/z(t)ﬁA(t,x)nk(t,x)dxdt + O(%),

because we can use (2.16) to estimate

/ / (0B )|, x)|dxdt<AB/OTw(t)/OOOxnk(t,x)dxdt:O(%).

Therefore in the limit & — oo

T T 00 1
/o Y(t)b(t)dt = /0 /0 V() Ba(t, x)n(t, z)dedt + O<Z>’
and in the limit A — oo (recall n € L (0, T; L'(R™)),

/OTw(t t)dt = // W»(t) )n(t, z)dzdt.

Then, we prove that n is a weak solution. We use test functions ¢ € C’l([O, T] x
[0, 00[), such that for some T'> 0 and R > 0, ¢(T,z) = 0 and ¢(¢,z) = 0 for z > R.
We define,

1 Tit+1

Yip1)2(t) = 7

Then, we successively rewrite (2.12) after testing against v;(t) as:

Y(t, x)dx dt. (2.22)

T

/0 B2 ) o e () — (O o)
Hdi1 2 ()12 () ig (1) | dt = 0,
e Z P2 ) S O OWnalt) — (0]
s (s )i o ()] d

-1
= 1l jpthiya(t = 0) + go(t)no(t),
1=0
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_/0 /000 nh(t,l’)%w(t,x) - dh(t’x)nh(t,x)iﬁ(t,x)dxdt

T I-1

_/0 Zgi+1(t)ni+1(t) [Wis1/2(t) — i1/2(t)]

:/Ooon%(:c)w(t:O,a:)dw+/ooobh(t) /Ohw,y)d—;j d.

We can now pass to the weak-strong limit in all terms of this equality for the
subsequence ny, with the convergences we have derived before. The only term which
is not obvious is the flux (second line). To treat it, we fix ¢ > 0 (the strategy is to
let h(k) vanish before €) and consider the sets

A, ={(t,x) s.t. |g(t, )| < e},
B. ={(t,x) st. g(t,x)> €},

Ce ={(t,z) s.t. g(t,xz) < —e}.

Because v is Lipschitz continuous and has compact support, on the indices corre-
sponding to the set A. the flux term is of order 0(¢). For those corresponding to
B., we obtain with an obvious abuse of notations,

/0 Y GO (Oiea(t) = ioya(t)]

1€B,

:/O / g(t, x)np(t, )Y (t, x)dxdt + O(h)

- /0 ' / ot a)nt, =) (1)

Arguing in the same way on C., and letting € go to zero we obtain the weak formu-
lation.

Finally, we prove that the full family converges . Because of the uniqueness
result in Section 2.2, any subsequence extracted from nj, converges to the same
limit. Therefore the full family converges. 4



Chapter 3

Generalized relative entropy

3.1 Generalized relative entropy: finite dimen-
sion

We begin with describing the General Entropy Inequality in the case of matrices and
we deal with two theories where it applies to give an entropy based understanding
of time relaxation. In the framework of Perron-Frobenius eigenvalue theorem it
explains why the associated dynamic converges to the first (positive) eigenvector
(once correctly normalized). In the framework of Floquet’s eigenvalue theorem it
explains why the associated dynamic converges to the (positive) periodic solution
(once correctly normalized).

3.1.1 The Perron-Frobenius theorem

Let a;; > 0, 1 < 4,5 < d, be the coefficients of a matrix A € My.4(R) (there
are interesting issues with the case a;; > 0 but we try to keep simplicity here).
The Perron-Frobenius theorem (see [15] for instance) tells us that A has a first
eigenvalue A > 0 associated with a positive right eigenvector N € R%, and a positive
left eigenvector ¢ € R?

A.N = AN, N;, >0 for 2=1,...,d,

P.A = )\, ¢; >0 for ¢=1,...,d.

For later purposes, it is convenient to normalize these vectors, so that they are now
uniquely defined. We choose

d d
1=1 1=1

We set A = A — AId and consider the evolution equation

d T 0
%n(t) = Amn(t), n(0) =n". (3.1)

25
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The solutions to this system converge as t — oo with an exponential rate. Indeed,

the following result is classical

Proposition 3.1 For positive matrices A and solutions to the differential system
(3.1), we have,

d d
pi= Z pini(t) = Z oimy, (3.2)
=1 i=1
d d
> i) <D gulnfl, (3.3)
=1 =1

CN; < n(t) < CN; with constants given by CN; <n) < CN;j, (3.4)
and there is a constant o > 0 such that, with p given in (3.2), we have

d

Z@Ni(<— Z ” _pN) et (3.5)

i=1 Ni

Here, we wish to justify it with an entropy inequality.

Proposition 3.2 Let H(-) be a convex function on R, then the solution to (3.1)
satisfies

d < ni ()
- ;@NiH( N

= 3 gy [ (R - () ()]

< N; N; N; N; N;
3,7=1
<0.
d
Definition 3.1 We call General Relative Entropy, the quantity Z¢iNiH( N )
i=1 i

Proof of Proposition 3.2. We denote by a;; the coefficients of the matrix A and
compute

n;\/f)) Zzg ¢1Hl(n]l\§f )a’Z]nJ (t)

= Zzg ¢i@NjH/(n]i\§F)) [nzjv(:) - nllé:)}’

7
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because the additional "}ét) term vanishes since A.N = 0. But we also have, again

thanks to the equation on N and ¢, that

S ean () - 1 (] o

Combining these two identities, we arrive to the equality in Proposition 3.2. The
inequality follows because only the coefficients out of the diagonal, that satisfy
a;; = a;; > 0, enters here.

Proof of Proposition 3.1. Notice that, as a special case of H in Proposition 3.2, we
can choose H(u) = u, which being convex together with —H gives the equality

d d
i=1

And (3.2) follows. In particular this identifies the value p mentioned in (3.2).

The second statement (3.3) follows immediately by choosing the (convex) en-
tropy function H(u) = |ul.

As for the third statement (3.4), let us consider for instance the upper bound.

It follows choosing the (convex) entropy function H(u) = (u— C)% because for this
nonnegative function we have

;@Niﬂ(ﬁi) = 0.

Therefore, because the General Relative Entropy decays, it remains zero for all
times,

- ni(t)
> ¢iNH ( N ) =0,
i=1 ’

which proves the result.

It remains to prove the exponential time decay statement (3.5). To do that, we
work on

h(t,x) = n(t,x) — pN,

which verifies [ ¢[n(t, x) —pN]dz = 0 and satisfies the same equation as n. Then, we
use the quadratic entropy function H(u) = u? and the General Entropy Inequality

gives
d < O hi(t)  hi(t))>
%;@Ni(]\fi ) __Zgbiaiij(N‘ _Tz) <0.

i,j=1 J

Then, we need a discrete Poincaré inequality
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Lemma 3.1 Being given ¢; > 0, N; > 0, a;; >0 fori=1,...,d, j =1,...,d,
it # 7, there is a constant o > 0 such that for all vector m of components m;,

1 <i < d satisfying
d
Z gbzml = 07
i=1

we have (Poincaré inequality)

d 2 d 2
m; m; m;
E PiaijN; (Fj - ﬁl) >« ;:1 ®iNi (E) .

1,j=1
With this lemma, we conclude
d 2 d 2
d h;(t) hi(t)
— NV < - N; ;

and then, (3.5) follows by a simple use of the Gronwall lemma.

Proof of Lemma 3.1. After renormalizing the vector m (when it does not vanish,
otherwise the result is obvious), we may suppose that

d d \ 2
Zzl¢zmz =0, ;@Nz <%> = 1.

Then we argue by contradiction. If such a a does not exist, this means that we can
find a sequence of vectors (m")(;>1) such that

k k
%

d d 2 d k 2
z‘:1¢mZ . i:1¢ N; ’ Piaig s N; N; <1

1,7=1

After extraction of a subsequence, we may pass to the limit m* — m and this

vector satisfies
d d e\ 2
im; = 0, iNi| ) =1,
2.0 > ()

d _ _ 2
m; m;
Qbiaiij <—] — —> = 0
Z,Z,jl N, N,

Therefore, from this last relation, for all ¢ and j = 1,...,d, we have

m;
N;
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By the zero sum condition, we have v = 0 because

d
=1

In other words, m = 0 which contradicts the normalization and thus such a « should
exist. O

Remark 3.1 1. The matriz with (positive) coefficients b;; = ¢; a;; N; is doubly
stochastic, i.e., the sum of the lines and columns is 1 (see for instance[15]).
2. Notice that a; — A < 0 because Zj a;N; = 0. Therefore the matriz C' with
coefficients c;; = N%EL\Z} N; s that of a Markov process. In other words, we set
y; = x;/N;, then it satisfies

d

Eyi(t) = cijy5(t),

and the vector (1,1,...,1) is the (positive) eigenvector associated to the eigenvalue
invariant measure of the Markov process. In particular this explains the entropy
property which is classical for Markov processes ([17]).

3.1.2 The Floquet theory

We now consider T-periodic coefficients a;;(t) > 0, 1 <i,j < d, ie., a;;(t +7T) =
a;;(t). And we denote by A(t) € Myxq the corresponding matrix. Again our motiva-
tion comes from several questions in biology where such structures arise as seasonal
rhythm, circadian rhythm, see [5] for instance.

The Floquet theorem tells us that there is a first "Floquet eigenvalue’ A,., > 0 and
two positive T-periodic functions N(t) € RY, ¢(t) € R? that are periodic solutions
(uniquely defined up to multiplication by a constant) to the differential systems

% N(t) = [A(t) = Ao Td].N(2), (3.6)
() = 6(1).[A() ~ Aper ] (3.7

Up to a normalization, these elements (A, > 0, N(¢) > 0, ¢(t)) are unique and we
normalize again as

/TZNi@)dt =1 /TZ@(t)Ni(t)dt — 1.
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We recall that this case of Floquet theory (which applies to more general situa-
tions than positive matrices) is an application of Perron-Frobenius theorem to the
resolvent matrix

S(t) = elo A

which has positive coefficients also.
Again, we set Ezt/) = A(t) — A\perId and consider the differential system

%n(t) = g.n(t), n(0) = n".

In the present context we obtain the following version of Proposition 3.1,

Proposition 3.3 For positive matrices A we have,

p —Z@ nilt) = > éilt = O, (3.8)

d

Y alB)n() <Y it =0)nf], (3.9)

i=1 i=1
if for some constants, we have CN;(t = 0) < nl < CN;(t = 0), then

ONy(t) < ni(t) < CNy(t), (3.10)
and there is a constant o > 0 such that
d d
Z ni(t) — pNi(t) 2 Z oo — PNY 2 g
(t)N.: A N e A WA P INV (L~ v at 11
— ¢Z(t) ’L(t)( Nl(t> ) — — ¢Z K3 ( Nz() ) € (3 )

Again, this can be justified thanks to entropy inequalities.

Proposition 3.4 Let H(-) be a convex function on R, then we have

=1

d n n n; n n
= ”z_:l@%N] [H/(N )[ﬁ] _ ﬁ] H(Fjj) + H(E)
<0

These two propositions are variants of the corresponding ones in Perron-Frobenius
theorem and we leave the proofs to the reader. Adapting the Lemma 3.1 requires
an additional compactness argument based on the Ascoli-Arzela Theorem.
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3.2 Generalized relative entropy: parabolic and
integral PDE’s

We now explain the notion of General Relative Entropy on continuous models. We
begin with the most classical equation, namely the parabolic equation for the un-
known n(t, x),

@—ii(a--a—"ﬂzi(b-n)wn:o z € R? (3.12)

ot ij= 3@ " aZEj i1 al‘l ! ’ ’ .
where the coefficients depend on ¢ and z, d = d(t, x) (no sign assumed), b; = b;(t, x),
and the symmetric matrix A(t,z) = (a;(t, m))lgi,jgd satisfies A(t,z) > 0. We could
possibly set the equation on a domain and assume Dirichlet, zero-flux, mixed or
periodic boundary conditions and then include them in the above calculation.

Here, it is not obvious to derive a priori bounds on the solution n(t,z), by

opposition to the case A > viId > 0, b; = 0, d(z) > 0 where we have, multiplying
the equation by n|n|P~2 with p > 1,

P dv(p — 1
dt p p?

Indeed the only remarkable property of (3.12) is the mass conservation and L'
contraction principle

4 / n(t, 2)d + / d(t, 2)n(t, 2)dx = 0,

% (n(t,x))erm + /d(t,x) (n(t,x))+d$ <0.

On the other hand the conservative Fokker-Planck equation is very standard
when b = —VV for some convex potential with enough growth at infinity

0

8—7; — An —div(VV n) = 0.
Then, one has N = e~V and the relative entropy [ nln (%) dx is a standard object.
It decays with time. Of course, here we still have the family [ NH (%) dx of relative
entropies. All of these entropies, for all convex functions H(-), decays in time, and
not only H(u) = uln(u).

3.2.1 Coefficients independent of time

In the case of coefficients independent of time, and depending on the values of a;;(x),
b(x) and d(x), the solution can exhibit exponential growth or decay as t — oo.
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Therefore, we will assume that 0 is the first eigenvalue and, following the Krein-
Rutman theorem (see [2]), we also assume that we can find two functions N(z) > 0,
¢(x) > 0, such that

i 5 06 d
- ij(T)5—) — bi(z) (z)p =0,
; 0 i( 8%‘) ; Or; (3.14)
o(x) >0, [ N(z)p(z)de = 1.

These are the first eigenvectors; N for the direct problem and ¢ for the dual operator.
Notice that such eigenelements do not always exist but there are standard examples,
namely when d = 0, A = Id and there is a potential V' such that b = —VV. Then,
one can readily check that solutions to (3.13)—(3.14) are

N=e" ¢=1,
when V' (z) — oo as |z| — oo fast enough in order to fulfill the integrability condi-
tions.
The general relative entropy property of the parabolic equation (3.12) can be
expressed as

Lemma 3.2 For coefficients independent of t, assume that there exist eigenelements
N, ¢ satisfying (3.13)-(3.14). Then for all convex function H : R — R, and all
solutions n to (3.12) with sufficient decay in x to zero at infinity (In°] < CN), we

have
[ ¢(z) N(z) H(’}\(,t(f)))dx

=—[¢ N H"(Y

'Lj_

For conservative equations, i.e., d = 0, it is usual to take ¢ = 1, and then the corre-
sponding principle is classical (especially related to stochastic differential equations
and Markov processes, [17]).

Proof of Lemma 3.2. We just calculate (leaving the intermediary steps to the reader)

d
0 0 n o ,1
Zaxz “”a +2Nzaw8 )8%( )+ V(5 Y=o

i,7=1 ,j=1
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Therefore, for any smooth function H, we arrive at

n n 0 n, 0 ,1
s (%) Z ua H(5) +2Nzawa H(ﬁ)a—%(ﬁ)

: zj—

o2y —o.

+b- VH(5) + H" (3 Z %5, W) 72, (N

i,j=1
At this stage we can 'undo’ the calculation that lead from an equation on n to an
equation on n/N and we arrive at

d
n 8 (9 n I a n
5 NH (%) —JZ:l oz [@ija—%NH(N)] + NH"( jz_ %a a—x](—)

d
0 n n
+> gu; NH(F)] +dNH(F) =0.
i=1

Finally, combining it with the equation on ¢, we deduce that

9 B 0
SONH (%) _]Zl a—xiwazja—%Nﬂ(%)Hi; o, lai; NH (5 )axﬂ

, n (9 n n
IS 0 G ) 0

After integration in x (because we have assumed sufficient decay in x to zero at
infinity), we arrive at the result stated in Lemma 3.2. o

This lemma can be used in the directions indicated in section §3.1 (a priori es-
timates, long time convergence to a steady state) and we refer to [13, 11, 12] for
specific examples.

As far as long time convergence is concerned, we notice that, as in Lemma 3.1,
a control of entropy by entropy dissipation is useful for exponential convergence in
as t — oo as in (3.5). For the quadratic entropy, this follows from the Poincaré
inequality

y/qu( <2/¢NZ awa$ 8%(@), when /¢m:o.

Such inequalities, as well as log-Sobolev inequalities, are classical when N = e~V for
a potential V'(x) with superlinear growth at infinity ([9]). The change of unknown
function to n¢ and N¢ gives the condition N¢ = eV for V(z) with superlinear
growth to ensure the Poincaré inequality. We are not aware of any general condition
on d, b and A in this direction.
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3.2.2 Time dependent coefficients

In fact the above manipulations are also valid for time dependent coefficients. A
situation similar to the Floquet theory and which is therefore useful for periodic
coefficients for instance. We now consider solutions to

i 9 ON N
IN(t,x) - ; o (W), ) + 2 oz, (b{=)N) + d@)N =0, (3.15)
N(t,z) >0,
a5 O d 0
24(t,2)~ 3 o (GU(QJ)%) _ Zbi(x)%gb-i-d( )¢ =0, 510
2o, Ry ; 3.16
o(t,x) >0

Then we have

Lemma 3.3 For all convex function H : R — R, and all solutions n to (3.12) with
sufficient decay in x to zero at infinity, we have

4 [t x) N(t,x) H(3e)d

d
(b 0  ,n, 0 ,n
=—[¢NH (N((tt,x)ﬂz aijﬁ_l’i(ﬁ) a_xj(ﬁ) dr < 0.

i,7=1

Again we leave the proof of this variant to the reader.

3.2.3 Scattering equations

To exhibit another class of equation where the General Relative Entropy inequality
holds true, let us mention the scattering (also called linear Boltzman) equation

%n(t,x) + kr(x)n(t,z) = /Rd kE(x,y) n(t,y) dy. (3.17)

Here we restrict ourselves to coefficients independent of time for simplicity, but the
same inequality holds in the time dependent case as before. We assume that

0<kr(-) € L®RY,  0<k(z,y) € L' n L= (R*™)).

And we do not make special assumption on the symmetry of the cross-section k(x, y).



3.2. GENERALIZED RELATIVE ENTROPY: PARABOLIC AND INTEGRAL PDE’S35

Again, changing k7 in kr + X if necessary in order to have a zero first eigenvalue,
we assume that there are solutions N(z) and ¢(x) to the stationary equation and
its adjoint, namely

kr(z) N(x) = /Rd k(x,y) N(y) dy, N(z) > 0. (3.18)

br() o) = [ ko) o) dr o) >0, (3.19)

These two steady state solutions allow us to derive the General Relative Entropy
inequality

Lemma 3.4 With the above notations, we have

% [¢(x) N() H(]T\Lf((::c)))}

n(t,x)\ rn(t,y) n(t,x)
+H/(N(:v )[N(;J) B N(m)]

| IS
=
&

and also (after integration in x),

- /k(x,y)cb(l’)N(y) {H(%t{;))) i J\<ft(yy)))
+Hl(n(t(x)) N(y) N(f’f }

<0.

Again we leave to the reader the easy computation that leads to this result and
just indicate a class of classical examples where N and ¢ can be computed explicitly.

Example 1. We consider the case where the cross-section in the scattering equation
is given by
k(z,y) = ki(x)ka(y).

Then we arrive at (up to a multiplicative constant)

N(z) = ’,j%)) olr) =
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and we need the compatibility condition

ko(z)ky(z)
/Rd de =1.

As in the case of Perron-Frobenius thorem in section §3.1.1, this means that 0 is
the first eigenvalue, a condition that can always be met changing if necessary kr in

A+ k.

Ezample 2. We consider the more general case where there exists a function N(z) >
0 such that the scattering cross-section satisfies the symmetry condition (usually
called detailed balance or microreversibility)

k(y,z)N(x) = k(z,y)N(y).

Then the choice kr(y) = [pak(x,y)dz gives the solutions N(z) to (3.18), and
¢(x) =1 to equation (3 19).

Again we conclude on long time convergence and the possibility to prove ex-
ponential time decay to the steady state. As in Lemma 3.1, this follows from a
control of entropy by entropy dissipation and thus for the quadratic entropy, from
the Poincaré inequality

/cb ) d < Adk(y,x)¢(x>N(y) {N(x) - Wrdy dx,

whenever

o(x)h(z)dx = 0.
Rd
This is not always true but holds whenever there is a function ¥ > 0 such that
n= [N <00, mplp)N@) <k, v= ()

a condition that is fulfilled for instance if we work on a bounded domain in velocity
and k positive (the difficulties in practical examples as cell division equation is that
¢ needs not be bounded in unbounded domains and N can vanish at infinity).

We write, for any function ¢ > 0, and 11 = [ N/%,

[ o@)N(@)(L(x)’de = [¢@)N(z) ([[2(x) = L@)]o(y)N(y)dy)® de
<wy [ [ ¢(@)N(x)[F(x) — £@)]*0(y)N(y)dydz

< [ [ o(@)k(z,y)N(y) 5 (z) — 4 (y)]2dydz

Notice that a large class of the examples above enter this condition but not with

the choice ¢ = ¢.



Chapter 4

The renewal equation: entropy
properties

We are still interested in the renewal equation

In(t,z) + Zn(t,z) +d(z)n(t,z) =0, t>0,z>0,

n(t = [ B(y)n(t,y)dy, (4.1)

Our goal is now to go further than Theorem 2.2 and prove that the renewal
problem is well posed in the weak sense, and comes with an entropy structure. To
do so we assume that

0<de L (RY), 0<BelL™®R"), 0<n’eLl'nL>[R"). (4.2)

loc

We (still) use the notations
B = sup B(a),Dla) = [ dly) dy
zeRT 0

In preparation, and motivated by the Perron-Froebenius theory, we study the
eigenelements and adjoint problem associated to the equation .

4.1 Eigenelements (direct)

The eigenproblem associated with the renewal equation consists in finding a solution
()‘07 N(m)) to

2 N(@)+ (Ao +d(x)) N(x) =0, x>0,
(4.3)
= [ By)N(y)dy,  N(x)>0,
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We normalize it with two conditions
N(0) = / B(a)N () = 1, / tB@)N(@)de < 0o, (4.4)
0 0

The normalization fooo BN =1 is always possible and is used here for uniqueness
(because an eigenvector is defined up to multiplication by a real number). The other
condition, as we see it later is necessary for the adjoint problem.

This eigenproblem is easy to solve. Direct integration of the equation on N gives
N(z) = e"P@=27 Once inserted in the boundary condition at x = 0, we find

1 :/ B(y)e PW=2ov gy (4.5)
0

Since the function -
A / B(y)e PV dy
0

is decreasing, we see that there is a unique possible \g. However existence is not
obvious and depends on B and d. Therefore we introduce the notations and as-
sumptions

Ao, 1= ["By)N(y) dy, N(x)=e Pt
] (4.6)
35\ < )\0, fooo B(y)Q*D(y)*)\y dy < 00.

Here are three explicit examples where this is obviously possible, still with as-
sumptions (4.2),

FExample 1. Demography of type 1
B(x) =0 for z > xy, and A\ has no sign, (4.7)

The difficulty here is that N is not intregrable, which is counter-intuitive in terms
of applications.
FExample 2. Demography of type 2

oy
1< / e P@ B(z)dr < oo, and \g > 0, (4.8)
0

This is a better case than type 1 because fooo N is finite.
Example 3. Cell cycle type

B(r) = 2K 150+, d(z) = Kljp>.4 and Ay > 0, (4.9)
(see section §1.1 for this last example). Compute N and prove that fooo N is finite
and that Ay > 0 is given implicitely by

. K
K+ X\

Ao T

e
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Ezxample 4. Individual aging type
d(x) 3555 0, and Ag > 0 can be positive or not, (4.10)
Again fOOON is finite. We recall that population aging refers to the increase of

[ @ n(t, z)dz while individual aging refers to increase of death rate d(z) with age z.
Counterezample. d =0, and B(x) =

m
1422

4.2 Eigenelements (adjoint)
The adjoint eigenpmblem can easily be computed mimicking the definition (A(N), ¢) =

(N, A*(¢)) with ( fo x)dx. We multiply (4.3) by ¢ and integrate by
parts assuming that N( )¢($) — 0 as r — 00,

|7 NS+ o+ d@)ololds = N©)6(0) = 0(0) [ BN (a)ds

This has to hold for all N which means that —(%é—(j) + (Mo + d(2))p(z) = ¢(0)B(x).
But we settle more precisely the problem and normalize it

— 2 p(x) + (Mo +d(@)) p(2) = $(0)B(x), = >0,

o(2) 20, [ ¢@)N(a)de = 1.

(4.11)

Theorem 4.1 Assume (4.2) and that (4.6) holds. Then there is a unique solution
to (4.11) given by

o) = g [ B N

with (0) = 1/ ["y B(y) N(y) dy.

Proof. The equation on ¢ can also be written

2 N(z)p(x) = —¢(0)B(z)N(z), x>0,
(4.12)
o(x) >0, [7 o(x)N(z)de = 1.

Therefore N(z)p(z) = C'+ ¢(0) [7° B(y)N(y)dy and the constant C' = 0 is fixed by
the value N(0)¢(0) = ¢(0) in view of N fo Bn =1, see (4.2). O
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4.3 Distribution solutions and entropy

We are now in a position to prove the following improvment of Theorem 2.2. In
particular it shows explicitely that the population grows with the rate A (the so-
called Malthus parameter).

Theorem 4.2 (Eristence, uniqueness) We assume (4.2) and (4.6), 0 < n < Cy N,
then there is a unique weak solution n € L ([0,00[x[0,00[) to the renewal equation
(2.1) and it satisfies n € C(R™; LY(R*; ¢(z)dz)) and

0 < n(t,z)e ™ < CyN, (4.13)

—Aot/ o(z)n(t xdx—/ oz (4.14)

n € BV ([0, 00[x[0,00[) and

( z)

A0t||¢> lar sy < N (n°), (4.15)

with N(n®) = [ ¢[|252] + d(z)n’ (x)|]dx,

( z)

_Aot”¢ | a1+ xrt) < N(n / o(x x)dr,  (4.16)

and for two initial data n° and 1°, we have the contraction principle

[ o@intt) Aol < [ s@te) - Ralde. (@417

Notice that we have again defined 222 1nclud1ng the the possible jump at z = 0

because we define n®(0) = [° B(a:)no(x)dx.

Theorem 4.3 (Entropy) The solution satisfies the Generalized Relative Entropy
inequality,

< 71,) — Aot
=—-Dyt) <
/ ¢ ( N(x) ) H( ) = 07
for all convez function H(-) and, setting du(x) = B(z)N(x)dx, a probability measure

e—)\ot —Aot

Do) = (M ) - [T (D
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Proof. (Uniqueness) We begin with the main new point, uniqueness in L, ([0, co[x [0, oof).
Consider two possible solutions in L{ ([0, c0[x [0, 0o[), by substraction we find a dis-
tribution solution such that n® = 0. Then, we use the Definition 2.1 of distributional
solutions with the test function (¢, x) built thanks to the time evolution adjoint

problem (see Section §2.1). We find

/ / n(t,x) S(t,z)dx dt =0,
o Jo

for all smooth function S(¢,x) with compact support. This implies indeed that
n=0. g

This proof is standard and just expresses the ' HUM’ (Hilbert Uniqueness Method);
existence for the dual equation implies uniqueness for the direct problem.

Proof. (Existence) This follows from the limiting procedure described in the Chap-
ter 2, departing from the discrete model (2.12). But the estimates have to be done
with the correct weights coming from the eigenelements. We just indicate the idea.
We use the notations

1 [ L
d=y [ = [ B

First of all we truncate the indices by a finite [, with x; = hl =0 00 to ensure
the property (see Example 3 in Section 4.1)

d = max d; < 00, hd<1.
1<i<I

We also use the notations of Section 2.4 for dj, B, and for instance (see below what
is Nz)
Ni(z) = > Nillgy,  <o<ay

1<i<I
And at this stage a semi-discrete model will be easier to handle, that is a vector
function n € C*'(R*; R') solving

(4.18)

The discrete version of the solution (Ao, N) to (4.3) is (A, (Vi)1<i<1), given by
4.19
No=1=h > BN, (4.19)

1<i>1
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It is easy to check that, following the arguments in Section 2.4,

N, is bounded in BV, Ny 5= N in L},

locy

M 5 Ao-

The adjoint problem is given by the adjoint of the matrix associated to (4.19),
namely

—¢i + Gi—1 + h(An + dic1) i1 = hB;, 1<i<I,

Y Nigi=1, ¢ >0 (4.20)

1<4i<]

Again it is easy to check that
¢n, is bounded in BV, (bh 0 ¢ in L

loc*

We may apply the Generalized Relative Entropy method and find
0<n! <C.N; = 0<ni(t)e ™ <C.N;, Vt>0,

d _
7 Z e M (t)g; = 0,

1<i<I
after approximation of the initial data in the continous problem, we recover the first
uniform estimates (4.13), (4.14).

Differentiating in time the equation (2.12), we recover the same equation. There-

fore d
n;(
- Z R A ¢z S 07
1<1,<I
and thus, with nJ = h Z B; nj,
1<i>T
alnZ

e Anth, Z

1<i<T]

]@ < 3 |n - nly + hdind]

1<i<I

< Z Hn? - n?_l‘ + hdm?] o;.
1<i<I
Passing to the limit we find (4.15).
The estimate (4.16) follows directly from (4.15) and the equation (4.2) itself.

Finally, (4.17) is a variant of (4.13) as in the case of Theorem 2.2.
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4.4 Long time asymptotic: exponential decay

To simplify notations, we set, for a solution to (4.1) , 7 = ne=*ot.
Theorem 4.4 Under assumption (4.7), and
¢(z)
dpg >0, st. B > o———=% 4.21
Mo y S (l‘) = Ho ¢<O)7 ( )
the solution to (4.1) satisfies
/\n (t,z) — pN(z)|p(x)dx < e “Ot/|n ()|o(z)dz (4.22)

with p = [7°n°(z)é(x)dr a conserved quantity, see (4.14).

The assumptlon (4.21) is restrictive if we have in mind that B can vanish for
x =~ 0 and be positive afterwards because ¢(x) > 0 on the convex hull of the support
of B and {0}. But for x large, or close to the end point of the support of B, in
general the quantity ¢(z) vanishes faster than B. See Exercise 5 below.

Proof. We define
h(t,z) =n(t,x) — pN(x).
By linearity it still satisfies the equation
Sh(t,x) + Lh(t,z) + Ao h(t,z) =0, t>0,z>0,

h(t,z =0) = [ B(y)h(t,y)dy.

Using the dual equation (4.11), we have again by a simple combination of these two
equations,

2 [h(t, z)p(x)] + 2 [h(t,x)p(z)] = —¢(0)B(z)h(t,x), t>0,z>0,

P(0)h(t,z = 0) = ¢(0) [ B(y)h(t,y)dy.
Therefore

g [1n(t 2)|o(@)] + 57 [[h(t 2)é(2)] = —¢(0)B(x)|h(t,2)], >0,z >0,

¢(0)[(t, x = 0)| = ¢(0)| [ B(y) tydy|
After integration in x, we obtain since [ ¢(z)h(t, z)dx =0,
4 [ |h(t,2)|¢(x)dz = —(0) [ B(x)|h(t,z)|dz + ¢(0)| [ B(x)h(t, z)dx]

0) J B@)|h(t, 2)ldz + | [[6(0)B(x) — pod(x)]h(t, 2)dx]
0) J B@)|h(t, 2)\dz + [6(0)B(x) — oo )] [h(t, ) de

= —po [ |h(t, z)|¢(x)dz

We conclude using the Gronwall lemma.
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Remark 4.1 Following Lemma 3.1 , exponential rates follow from a Poincaré in-
equality relating the entropy dissipation to the entropy. Here this reads, for the
square entropy and for all functions h such that fooo oh =0,

y/oooqu(%)Qg/om(Z) B(x) dx—(/ )dac>2.

This holds true with assumption (4.21) (in teh prove above we have used the entropy
H(u) = |u|). But when B wvanishes close to 0, this is obviously completely wrong.
Nevertheless, there is always exponential rate of convergence to the steady state

(14, 7).

4.5 Exercises

Exercise 1. Consider the solution ¢ to the adjoint problem in Section 4.2. In the
case of examples 1 of Section 4.1, show that ¢ vanishes for > x4. In the case of
examples 2, what is the behavior of ¢ for x large.

Ezercise 2. Let xy > 0 and consider for 0 < z < z( the equation

2[(z — 20)N] + AN =0,
N(0) =1= [;° B(z)N(z)dx.

If f x)dxr > 1, show that there is a unique solution with Ay > 0. Give the
adjoint equatlon and compute its solution.

FEzercise 3. Let v(x) > v, > 0 and consider the equation
Lv(x)N]+ (Ao + d(z)]N =0,
v(0)N(0) =1 = [;° B(x)N(z)dx.
In the case of the examples of Section §4.1, examine the existence of solutions.
FEzercise 4. (Complete cell cycle) Consider the system, for i =1,2,.... 1
Ini(t,x) + Zv(x)ni(t, )] + [di(@) + Kimipr (2)]ng(t, 2) = 0,
v;(0)n;(t,z =0) = fxfzo Ki (") ni—1(t,2") da’, 2<4i< 1, (4.23)
v1(0)ny(t,x =0) =2 f:cfzo Ki 1 (2") ng(t, 2') do,

1. Study the direct eigenelement associated with this problem and give a condition
ensuring Ao > 0.
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2. Write the adjoint equation.
3. Write the GRE principle for this equation.

Exercise 5. Take d = 0 and
B(z) =ve ™, v >,

1. Show that assumption (4.7) is satisfied.
2. Show that
)\0 =V—=W, ¢('T) - ¢(O)€_MI7 N(I") = 6_)\0:0'

3. Show that the assumption (4.21) is satisfied with po = v.

Exercise 6. Consider the eigenvalue problem for the size structured model
L2 N(z) + (Ao + B(z))N(z) = 4B(2z)N(2z), x>0,
N(0) =0, N(z) > 0.

Assume that the ’largest mother cell is smaller than twice the smallest daughter
cell’, i.e., B(z) vansihes for z < z_ and x > z, with z, <2z_.

1. Write a system of two functions N_(z) for % < z < x_, and Ny(x) for
- <z < x,).

2. Show that N_(z_/2) = 0 and compute N_(z_) as a function of N (z).

3. Show that N, (z) satisfies a renewal equation.

4. Prove that there is a unique possible \q in (4.5).

5. Give a condition on z_, z; and B such that [ N < occ.

Exercise 7. Consider the age structured structured
In(t,z) + Zn+d(z)n =0, r >0,
Su(t) + v = [ Bz)n(t, z)dz,

n(t,0) = v(t).

Compute the eigenelements and express the General Relative Entropy principle.
Study the large time behavior of the quantities (n(t,z),v(t)).
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